FISHEYE MULTIPLE OBJECT TRACKING BY LEARNING DISTORTIONS WITHOUT DEWARPING
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ABSTRACT

We develop a new Multiple Object Tracking (MOT) scheme for fisheye cameras that can directly perform vehicle detection, re-identification, and tracking under fisheye distortions without explicit dewarping. Fisheye cameras provide omnidirectional coverage that is wider than traditional cameras, reducing fewer need of cameras to monitor road intersections. However, the problem of distorted views introduces new challenges for fisheye MOT. In this paper, we propose a Fisheye Multiple Object Tracking (FEMOT) approach with two novelties. We develop the Distorted Fisheye Image Augmentation (DFIA) method to improve object detection and re-identification on fisheye cameras, where fisheye model training can be performed on existing datasets of traditional cameras via fisheye data synthesis and augmentation. We also develop the Hybrid Data Association (HDA) method to perform tracking directly on fisheye views, without the need of dewarping. The developed FEMOT framework provides practical design and advancement that enables large-scale use of fisheye cameras in smart city and surveillance applications.

Index Terms— Fisheye distortion, multiple object tracking, object detection, re-identification, data augmentation.

1. INTRODUCTION

Multiple Objects Tracking (MOT) methods have improved greatly with the advancement of object detection and re-identification in deep learning, following the tracking-by-detection paradigm. MOT is widely used in surveillance, traffic control, autonomous driving, and many other smart city applications. Camera coverage plays an important role in video analytics, as computer vision (CV) algorithms run solely on visible views of the scene. Fisheye cameras provide a wide field of view and thus are more cost-effective in view coverage, when compared to traditional CCTV cameras. Employing fisheye cameras for traffic monitoring can greatly reduce the number of needed cameras. However, the development of CV algorithms for fisheye cameras is more sophisticated and limited in the literature, as object appearance and movement are no longer linear under distortion.

We provide two critical contributions in this work toward a practical use of fisheye cameras for MOT traffic analysis (Fig. 1): (1) effective fisheye object detection and re-identification that can run directly on the highly distorted fisheye views, without the need of dewarping, (2) effective fisheye tracker that can overcome the nonlinear physical modeling in target/tracklet association on the distorted fisheye views. Our method is superior over most existing MOT algorithms on fisheye cameras, as they rely on the constant velocity assumption of Kalman filtering and thus require fisheye dewarping, which is less effective and prone to error.

Advancement of deep object detection methods [3, 4, 5, 6, 7, 1, 3] have made it feasible to detect and recognize small objects in a distorted camera view. FairMOT [8] can simultaneously detect and track multiple vehicles using appearance features. However, it requires strong supervision of both the bounding box and identity annotations. We point out that the Separate Detection and Embedding (SDE) method is more suitable for fisheye MOT, where only bounding-box annotations are required for detector training. The SORT-based tracking methods [9, 10, 11] are simple and effective in tracking target movements. However, they are not directly applica-
FEMOT introduces two novelties, DFIA and HDA (see text for explanation) that greatly enhance the MOT performance without the need of explicit fisheye view dewarping. Our implementation of FEMOT combines the strengths of (1) PRBNet [1], which excels at localizing both large and small vehicles in the fisheye view, and (2) OSNet [2] for object re-identification.

ble for fisheye cases, as they rely on the linear physical modeling of target movement on the ground plane. Thus, a dewarping step which corrects the distorted fisheye views must be performed beforehand; however, this dewarping operation requires calibration and can potentially introduce errors, new distortions, and increase computational cost.

To address the aforementioned drawbacks in applying the mainstream MOT methods to fisheye cameras, we developed a new FishEye Multiple Object Tracker (FEMOT) that can directly learn to address fisheye distortions while performing vehicle detection, re-identification, and tracking without explicit dewarping. FEMOT features a hybrid data association method and a fisheye-specific image augmentation design, which effectively learns the distortion mapping to improve MOT without dewarping. Fig. 2 provides an overview.

The first novelty of FEMOT is the Distorted Fisheye Image Augmentation (DFIA) that generates augmented training data from traditional camera views to simulate fisheye perspective distortions. This straightforward design can effectively overcome the performance degradation of vehicle detection and re-identification caused by fisheye distortions. DFIA improves the fisheye detection and re-identification, without the need of new annotation or ground-truthing efforts. It does not rely on any pre-training of models. DFIA can effectively make use of existing MOT datasets made of perspective cameras, and transfer the use to fisheye cameras.

The second novelty of FEMOT is the Hybrid Data Association (HDA), which is a twin model that calculates the IoU similarity and predicts vehicle movements under fisheye distortion. The IoU similarity is calculated based on features learned from both fisheye and distorted perspective views. HDA also predicts vehicle movements through a fisheye and distorted perspective Kalman filtering [12], which gracefully resolves the nonlinear modeling of constant movement in fisheye views. The HDA can thus accurately predict the target location directly based its fisheye trajectory for MOT.

We believe that the proposed FEMOT represents a new state-of-the-art for fisheye video analytics. It enables large-scale deployment of fisheye cameras, which takes advantage of the wide-angle fisheye views to improve surveillance, traffic monitoring, and smart city applications.

2. RELATED WORK

Tracking by Detection: Typical Joint Detection and Embedding (JDE) models such as the FairMOT [8] combine the detector and the embedded model in a single shot deep network. FairMOT can simultaneously locate, recognize, and identify vehicles based on the detection results, where the corresponding appearance embeddings are calculated only once. The Separate Detection and Embedding model (SDE) is more suitable for fisheye MOT, as only bounding-box annotations are required for detector training. Representative tracking methods in this category include Kalman Filtering (KF) [12] and SORT [13]. KF is a linear model that predicts the target position from a series of observed measurements over time. SORT [13] is a combination of the KF and a Hungarian algorithm to track multiple objects in real time. SORT-based MOT methods such as [9, 10, 11] can accurately track objects in a general camera setting. However, they do not work well for fisheye cameras due to the large view distortions.

Tracking from Fisheye Cameras: Several works use a single top-view camera for object detection [14, 15] and tracking [16]. CFPN [3] is the first automatic traffic flow estimation system that can run in real-time to detect small objects from fisheye cameras with significant distortions. For fisheye views with large distortion, the State-of-The-Art (SoTA) MOT methods mostly focus on the detector design and performance improvement; they did not address view distortion in the tracker design. To our best knowledge, the proposed FEMOT is the first elegant solution that leverages end-to-end deep learning that extends SoTA methods for fisheye MOT.

3. METHOD

3.1. Fisheye Camera Model

Refer to Fig. 2 on an illustration of the fisheye camera model. Denote the projection of a 3D point \( P = (X, Y, Z)^T \) on the
2D undistorted perspective image as $p_d = (x_d, y_d)^T$ and such a 2D projection point on the fisheye image as $p_f = (x_f, y_f)^T$, respectively. Denote the angle between the light ray and the $Z$-axis as $\theta$, focal length as $f$, and the distance between $p_d$ and the $Z$-axis as $r_d$. The perspective relation between $r_d$ and $\theta$ is $r_d = f \cdot \tan(\theta)$. For small $\theta$, we assume that the length $r_f$ between $p_f$ and the $Z$-axis is approximately $f \cdot \theta$. Denote the center and radius of a circle on the fisheye image as $(c_x, c_y)$ and $R$, respectively. The $r_f$ is calculated as $r_f = \sqrt{(x_f - c_x)^2 + (y_f - c_y)^2}$. Next, $r_d$ is calculated as: $r_d = R \cdot \tan \left( \frac{r_f}{R} \right)$, where $f = R$. Denote the angle between $p_f$ and the $x$ axis as $\varphi$. We have:

$$\varphi = \arctan \left( \frac{y_f - c_y}{x_f - c_x} \right).$$

Next, $x_d$ and $y_d$ can be obtained by $x_d = c_x + r_d \cdot \cos \varphi$ and $y_d = c_y + r_d \cdot \sin \varphi$. Finally, $x_d$ and $y_d$ is calculated as:

$$x_d = c_x + R \cdot \tan \left( \frac{r_f}{f} \right) \cos \left( \arctan \left( \frac{y_f - c_y}{x_f - c_x} \right) \right),$$

$$y_d = c_y + R \cdot \tan \left( \frac{r_f}{f} \right) \sin \left( \arctan \left( \frac{y_f - c_y}{x_f - c_x} \right) \right).$$

### 3.2. Distorted Fisheye Image Augmentation (DFIA)

The key challenge of building a fisheye object detector and identifier is on how best to effectively deal with distorted views for training a data-driven model end-to-end, given the fact that most object detection and MOT datasets are created using perspective cameras. To this end, we develop DFIA as an effective data augmentation method to transform normal image samples into fisheye samples, as in Fig. 3. Let $I = (A_i, L_i)$ denote the $i$-th original training sample for MOT, where $A_i \in \mathbb{R}^{W \times H \times C}$ with label $L_i$. DFIA generates the augmented fisheye image $AF_i \in \mathbb{R}^{W \times H \times C}$ with transformed target labels $LF_i$, using the equations from § 3.1. DFIA transforms the original perspective sample $I$ into an augmented, distorted fisheye sample $F = (AF_i, LF_i)$, i.e., $F = DFIA(I, \varphi)$, where the parameter $\varphi$ from Eq. (1) controls the degree of distortion. This way, the newly-generated fisheye samples can be used directly for the training of object detector and re-identifiers for fisheye views.

DCFA is different from the MixUp and Blurring methods [17, 18], which are originally designed for classification rather than object detection. The MixUp operation blurs the whole image and results in unclear object boundaries. Such discontinuity of the object boundaries causes problems in localizing the object bounding boxes. In contrast, the DFIA is designed to facilitate the training of the fisheye object detector and identifier directly on the transformed and augmented samples, without the need of explicit view dewarping or model pre-training. Furthermore, we note that the view dewarping MOT approach could be unnecessarily complicated and not extensible to run on different fisheye cameras.

### 3.3. Hybrid Data Association (HDA)

The aim here is to enable effective learning to perform accurate and robust target tracking directly from the distorted fisheye views. Let $B^V_f$ denote the predicted box for a target (vehicle) $V$ with a fis-eye camera. Let $(x_f^V, y_f^V)$ and $(x_p^V, y_p^V)$ denote the positions of the upper-left and bottom-right box of $V$. $B^V_f = (x_f^V, y_f^V, x_p^V, y_p^V)$. $B^V_f$ can be converted to its new position $B^d_f$ on the distorted perspective image using Eq.(2). HDA creates a hybrid bounded box $B^V$ to represent $V$ both on the fisheye image and the distorted perspective image, $B^V = (B^f_f, B^d_f)$. The movement state $S^V$ of target $V$ is modeled as:

$$S^V = (B^f_f, B^d_f, \dot{B}^f_f, \dot{B}^d_f).$$

Kalman filtering [12] is then adopted on $S^V$ to solve the trajectory prediction problem for target tracking directly on fisheye views. This way, the inter-frame displacement of each target can be effectively predicted via KF. In the case when there is no detection to associate with a target, its positions on the fish eye image and the distorted perspective one are simply predicted using linear velocity terms $\dot{B}^f_f$ and $\dot{B}^d_f$.

### 4. EXPERIMENTS AND ANALYSIS

We conducted extensive experiments to investigate the effectiveness of the proposed FEMOT as well as ablation studies on the DFIA and HDA modules on multiple MOT datasets. The proposed FEMOT pipeline is flexible and not limited to use with specific detectors, identifiers, or trackers. Our experiment involves the use of YOLOX [7] detector and multiple identifiers [2, 10] and trackers [19, 13, 10, 11].

#### 4.1. Implementation Details

**FisheyeMOT:** We collect a new fisheye MOT traffic dataset consisting of 9,288 frames with different splits to evaluate the vehicle detection and MOT tasks. It includes 228.8K bounding boxes and 102.5K identities for eight vehicle classes, namely, Scooter, Van, Sedan, Truck, Pedestrian, SUV, and Taxi. Samples are randomly split into Train, Val, and Test sets with a ratio about 50:30:20.

We also select images from the VisDrone Dataset [20] and use DFIA to generate samples for evaluation.

**Detector:** PRBNet [1] is chosen as our detector in DFIA due to its strength in localizing both large and small objects. PRBNet performs well on detecting small objects in wide
filed of view, which is particularly useful, as many objects appear very small in the fisheye view.

**Tracker:** We adopted the BoT-SORT-R [10] as our tracker, because it represents the SoTA of MOT and is flexible to run with other detectors and identifiers.

**Identifier:** OSNet [2] is chosen for its capability for real-time object re-identification.

### 4.2. Results

We quantitatively evaluate the FEMOT against five SoTA trackers [13, 8, 19, 11, 10] on the FisheyeMOT dataset. Table 1 shows the results using standard MOT evaluation metrics. We highlight two advantages of FEMOT: (1) the DFIA design enables effective vehicle detection from distorted views as well as effective vehicle identification from distorted appearances in the fisheye views. (2) the HDA design for MOT can robustly model the fisheye trajectory prediction effectively with high accuracy. Qualitatively, even if the model does not detect the vehicle in some frames, FEMOT can still re-identify many vehicles, which enables robust traffic flow estimation. Fig. 1 shows a snapshot of FEMOT running on a fisheye camera for real-time traffic flow estimation.

### 4.3. Ablation studies

We performed ablation studies on the FisheyeMOT dataset to verify the effectiveness of the DFIA and HDA modules and the reliability of FEMOT, with various implementation settings. We analyze the following cases: (1) training a detector with DFIA, (2) training an identifier with DFIA, and (3) analyzing the effectiveness of HDA in building a fisheye MOT system for traffic analysis.

**Ablation study of DFIA:** We evaluate the effectiveness of DFIA in tackling the perspective distortion issues of the detector and identifier, by benchmarking the mainstream detectors [4, 5, 7, 21, 1] on the FisheyeMOT dataset. We found that the obtained FEMOT scores on fisheye cameras are similar to those scores reported in the standard MOT datasets [22, 23, 20] on normal perspective cameras.

**Ablation study of HDA:** Table 3 compares the ablation study of FEMOT w/wo HDA and DFIA. Observe that FEMOT with both DFIA and HDA results in the best scores, when compared with other cases.

In summary, the ablation study results show that each of the DFIA and HDA design in FEMOT has its own contribution toward the MOT performance improvement.

### 5. CONCLUSION

We believe that the proposed FEMOT represents a pioneering effort in pushing the frontiers of deep learning in the fisheye MOT applications. We show that each of the two design of FEMOT has its own contribution. DFIA can effectively generate fisheye training samples from the existing datasets of normal cameras. HDA enables direct tracklet association and tracking in heavily distorted views without dewarping. FEMOT enables large-scale use of fisheye cameras in Intelligent Transportation System (ITS) and smart city applications.
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