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Abstract

We present a multi-modal T5 Transformer-based method
for image-text semantic consistency analysis that are tar-
geted at infographic articles. Infographics provide graph-
ical presentations of information and have wide applica-
tions in visualization and news media. Many media foren-
sics methods are developed for consistency analysis among
texts and images, however methods that work specifically
for infographic semantic consistency are still scarce. We
integrate the Natural Language Inference (NLI) of the T5
Transformer with scene text extraction for infographic con-
sistency analysis. Experimental study is performed on the
DARPA Semantic Forensics (SemaFor) Evaluation dataset
for the task of news article inconsistency detection. The test
set contains 248 infographic articles that are evenly split
between manipulated and pristine samples. For evaluation,
low False Positive Rate (FPR) is desired in media foren-
sics. We use the metrics of True Positive Rate (TPR) at low
0.08 FPR, as well as the standard ROC AUC and Equal Er-
ror Rate (EER). Results show that our method outperforms
mainstream methods from other SemaFor performer teams.

1 Introduction
Semantic consistency analysis is an important central

pillar in multi-modal/cross-modal media forensics [6, 17]
and fake news detection [2, 14]. From the image caption-
ing task [7] to longer form media such as news articles, the
ability to process and analyze the different aspects of me-
dia has increasing importance. With the rise of daily media
consumption, the ability to authenticate the contents of the
news or social media is crucial. The advancement of Deep
Learning (DL) and Natural Language Processing (NLP) had
enabled the development of multi-model methods to auto-
matically screen articles for semantic consistency analysis
among the texts, images, captions, and paragraphs for con-
tent verification. With the debut of the Large Language
Models (LLM) [16] such as the GPT-4 that can handle both
images and long-form texts, the multi-modal consistency
analysis technology can evolve into an important building
block for content analysis and misinformation detection.

There are many variables to consider when analyzing the
contents of the media, which might include multiple modal-

ities such as images, texts, charts, audios, videos, and meta-
data. In this paper, we specifically focus on articles with in-
fographics and analyze the media consistency in the image
and text domains; see Fig. 1 for an overview. Infograph-
ics provide rich graphical presentations of information and
data, which have wide usage in visualization, news and so-
cial media. Infographics take various forms, with the two
main groups being those including summary texts and those
featuring graphs or charts. We aim to develop a multi-modal
method that can handle articles with long-form paragraphs.
In contrast, CLIP [7] based methods can only handle a sin-
gle image-text pair with short text length. Our method is
distinct from the very large scale foundation models such
as GPT-4, that requires huge amount of training data and
computation resources.

Traditional semantic consistency analysis [17] is often
carried out on media with everyday images, and those meth-
ods does not work on inforgraphic images. Infographics
often include scene texts that requires additional inference
to extract semantic meaning; see Fig. 3 for examples. Ex-
tracting semantic meaning from values within bar and line
graphs necessitates associating them with their correspond-
ing topic, which is a non-trivial task. We hypothesize that
scene text extraction from the infographics can be fed into a
general NLP analysis module for consistency analysis. Our
approach comes with an advantage of versatility, that (1) the
NLP module can be trained on a large corpus that are purely
text-based, (2) scene text detection and recognition on the
infographics can be reliably trained using synthetic data
augmentation, and (3) the infographic consistency dataset
can also be easily produced and augmented using media
containing infographics that are available online.

Our method takes an input article that may contain a
title, one or more infographic charts (each might come
with a caption), and a few body paragraphs. The method
then determines a semantic consistency score among the
components. For example, a wrongly inserted figure that
is out of context of the article can be detected this way.
Fig. 2 provides an overview of our proposed pipeline,
which starts with scene texts detection and recognition from
the infographic image, and performs natural language pre-
processing on the text parts (title, image captions, body
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Figure 1: Overview of the proposed infographic image-text semantic consistency analysis pipeline.

paragraphs). All localized textual claims are fed into the
Natural Language Inference (NLI) module of the T5 Trans-
former [9] to estimate a consistency score among the pairs
of image-title, image-paragraph, etc. Finally, the semantic
consistency scores are calculated after condensing and nor-
malization.

This work is part of the efforts of the DARPA Semantic
Forensics (SemaFor) program [11] 1 that aims to detect vi-
sual media manipulation and combat falsified information
at large scale. The SemaFor media forensics process com-
prises three goals, namely the detection, attribution, and
characterization of media forgery. To our knowledge, per-
formers within the SemaFor program represent the State-
of-The-Art (SoTA) research and development teams on the
topic of multi-modal media consistency analysis. Due to
the lack of suitable public datasets, we report evaluation
and comparison of our method to other SemaFor performer
teams on the task of semantic consistency analysis of info-
graphic news articles.

We summarized our contributions in the following:
1. To our knowledge, this is the first multi-modal method

that integrates infographic scene text from the image do-
main with NLP T5 Transformer for semantic consistency
analysis. The proposed pipeline works well on practical,
real-world news articles.

2. Experiments on the SemaFor evaluation dataset shows
the our method outperforms significantly over the other
mainstream methods within the DARPA program.

3. Additional ablation study shows the individual benefits
of our design in the selected modules of DB [4] scene
text, MORAN [5] OCR, and the effect of the T5[9] Trans-
former.

2 Related Works
Multi-modal image and text analysis has long been a

standing challenge for the semantic consistency. Traditional
approaches focus on shorter-form media consisting of a sin-
gle image and a caption or brief description. Many new

1https://www.darpa.mil/program/semantic-forensics

methods have shifted focus to longer-form media, which
introduces additional challenges such as semantic consis-
tency localization, converting diverse modalities to the same
semantic context, and greater inference-based reasoning.
These newer methods usually fall into two categories.

The first category involves exploring ways to combine
the image and textual feature space to create a more com-
plex multi-modal semantic space. Models such as CLIP [7]
use two separate encoders to process both the image and text
domains, then the two semantic spaces are combined for in-
ference. Although powerful and data-driven, such end-to-
end methods suffer from a lack of explainability regarding
where and why the image and text are inconsistent.

The second category involves creating a semantic
knowledge graph based on objects, attributes, and actions
within the image. These methods often offer much higher
explainability. Knowledge graph-based methods, such as
Face-KEG [12], leverage large knowledge graphs to per-
form fact-checking across various domains. Similarly, In-
foSurgeon [2] creates a dynamic knowledge graph based on
the scene presented within the news article. This allows the
model to compare semantic consistency between localized
paragraphs while preserving high-level explainability. The
trade off for knowledge graph based methods is that it often
requires an external knowledge base to make inference de-
cisions. The size and quality of the external knowledge base
are essential for this category of methods, as the accuracy of
the consistency score relies solely on the semantic relation-
ships in the knowledge base. Hence, knowledge graphs like
ClaimsKG [10] have complex claim models to ensure that
the relationships are accurately and efficiently represented.

Both categories of methods established the foundation
for general image-text consistency analysis, but there has
been limited research on the specific challenge of analyzing
articles with infographics. Infographic based media con-
tain images with scene texts, often in the form of graphs or
charts. Our findings suggest that existing SoTA methods,
which do not specifically address infographic-specific me-
dia, face challenges in detecting semantic inconsistencies
in news media. For instance, methods such as VinVL [15]

https://www.darpa.mil/program/semantic-forensics


Figure 2: An example showing the proposed infographic consistency analysis pipeline. Infographic images are processed by the scene
text extractor. Titles and body paragraphs are then pre-processed into a knowledge base. The T5 inference model is then used to verify all
textual claim pairs based on the structure of the input according to Table 1. All inference scores are then normalized and condensed using
the score generation module to create a final semantic consistency score for the whole article.

and CLIP [7] are designed to analyze general image and
text media, but they struggle to detect manipulations in the
scene text of the images since they do not explicitly focus
on scene text. In particular, CLIP has faced difficulties in
analyzing text-based images as it cannot disambiguate the
intended meaning of the words.

3 Method
We introduce a two-stage, multi-modal method that uti-

lizes scene text extraction and a T5 Transformer [9] based
language model. Our method extracts all relevant scene text
from the images in the news media and converts semantic
claims into the textual domain. We then use the T5 Nat-
ural Language Inference (NLI) model to verify all textual
claims. Our approach can effectively capture the semantic
meaning of the scene text, thus addresses the limitations of
existing main stream methods that do not work well on in-
fographic articles.

An article comprising of infographics and body texts is
first separated into distinct images and texts, such that con-
sistency scores can be calculated among localized claims.
The format and length of the infographic media being pro-
cessed determine how we structure the premise/hypothesis
statements for NLI. Scene texts are extracted from the in-
fographic image (§ 3.1). The resulting text claims are then
passed on to the T5 NLI module for semantic claim gener-
ation (§ 3.2). This list of semantic pair inference scores are
then normalized and condensed into a single consistency
score for the article (§ 3.3).

3.1 Scene text extraction from infographic images

We employ a fine-tuned version of Differentiable Bina-
rization (DB) [4] for scene text detection. The resulting
localized text regions are then forwarded to a fine-tuned
MORAN [5] character recognition module, to segment and
recognize possible texts in the area. Subsequently, we use

News Article Input Premise Hypothesis
Title Paragraphs Paragraphs Title

Title Images Images Title
Images Paragraphs Paragraphs Images

Title Images Paragraphs Paragraphs Title and Images

Table 1: The Premise Hypothesis Structure shows which claim
within the news media should be verified for semantic consistency
based on the given input. Based on what information is provided,
the T5 language model is feed specific sections of the articles as
the premise or hypothesis for consistency analysis.

a series of rule-based techniques to combine the recognized
characters and generate meaningful keywords or sentences.
The resulting list of keyword/sentence candidates is then
filtered based on the length of each claim, with a chosen
length filter of 5 or more words. The filtered sentence
claims are sent to the textual language model for inference.

3.2 Natural language inference score generation
In the text domain, we leverage a fine-tuned version of

the T5 Transformer [9] for language feature extraction. We
opted for the T5 Transformer due to its adaptability, perfor-
mance, and versatility in performing multiple tasks using a
single model. We start with a T5 model that is pre-trained
on both the common crawl-based dataset of Colossal Clean
Crawled Corpus (C4) [8] and the Multi-NLI [13] datasets.
Thereafter, we fine-tuned the Transformer further by using
the Stanford Natural Language Inference (SNLI) [1] dataset
to enhance its NLI capabilities. The SNLI dataset contains
570K human written English sentence pairs that are manu-
ally annotated and balanced.

The input body text is initially segmented into distinct
localized paragraphs and captions, which are further parti-
tioned into individual textual claims. Upon receiving the ex-
tracted scene text claims from the image modules, the NLP
modules authenticate the claims via the T5 NLI inference
based on the textual claims from the paragraphs. Table 1 il-



SemaFor
Performer ID AUC TPR @

0.08 FPR EER

1 0.72 0.43 0.36
2 0.74 0.42 0.34
3 0.79 0.35 0.24
4 0.86 0.3 0.24
5 0.6 0.26 0.44
6 0.27 0.12 0.71
7 0.54 0.1 0.47
8 0.59 0.1 0.43

Our Method 0.84 0.61 0.24

Table 2: (I) Title and image consistency
results.

SemaFor
Performer ID AUC TPR @

0.08 FPR EER

1 0.73 0.43 0.36
2 0.63 0.21 0.43
3 0.79 0.35 0.24
4 0.84 0.38 0.26
5 0.64 0.34 0.42
6 0.27 0.12 0.71
8 0.59 0.17 0.47
9 0.56 0.19 0.44
10 0.48 0.09 0.52
11 0.46 0.07 0.52

Our Method 0.79 0.57 0.33

Table 3: (II) Title and body paragraphs
consistency results.

SemaFor
Performer ID AUC TPR @

0.08 FPR EER

1 0.67 0.36 0.43
3 0.76 0.32 0.27
4 0.81 0.25 0.28
5 0.59 0.25 0.45
6 0.31 0.16 0.7
8 0.51 0.09 0.49

Our Method 0.63 0.21 0.45

Table 4: (III) Image and body paragraphs
consistency.

lustrates how our T5 inference model processes entailment
pairs by categorizing certain claims as either hypotheses or
premises. Following verification of all premise-hypothesis
pairs by T5, a set of entailment scores is generated for each
localized sentence claim within the article.

3.3 Condensing and normalizing score

Let nP denote the number of Premise sentences, and nH

denote the number of Hypothesis sentences. The NLI model
estimates the semantic consistency scores for the total of
N = nP × nH sentence pairs {Pi|i = 1, ..., N} by nest-
ing the number of Premise and Hypothesis sentences. This
forms N Premise-Hypothesis pairs. What textual state-
ments are considered premises or hypothesis are shown
in Table 1. For each Premise-Hypothesis pair P , the T5
Transformer generates a tuple of three semantic consistency
scores s reflecting the semantic entailment e, neutrality n,
and contradiction c, namely, s = (e, n, c). To estimate the
semantic consistency score SA for the entire article, we per-
form a weighted average of each type of score in s over
all possible N sentence pairs from the article. The weight
wi for each sentence pair Pi indexed by i is calculated by
performing a word-level comparison between the Premise
and Hypothesis. This design aims to reward sentences with
larger similarity in terms of entities, attributes, and events.

An overall average is taken over all weighted scores to
normalize the scores over the whole article:

Ae =

∑N
i=1(wi · ei)

N
,An =

∑N
i=1(wi · ni)

N
, (1)

Ac =

∑N
i=1(wi · ci)

N
(2)

The final article-level semantic consistency type is deter-
mined by finding the maximal score among the three types,
entailment Ae, neutrality An, or contradiction Ac. The
article-level semantic score SA = max(Ae, An, Ac).

4 Experimental Evaluation
This work is part of the DARPA SemaFor program de-

velopment, and evaluation is performed as a SemaFor eval-

SemaFor
Performer ID AUC TPR @

0.08 FPR EER

1 0.68 0.36 0.43
2 0.63 0.21 0.43
3 0.74 0.32 0.3
4 0.85 0.4 0.23
5 0.56 0.19 0.47
6 0.32 0.16 0.72
8 0.59 0.18 0.45
9 0.56 0.2 0.44
10 0.48 0.09 0.53
11 0.47 0.07 0.52

Our Method 0.79 0.57 0.33
Table 5: (IV) Title, image, and body paragraphs consistency re-
sults.

uation done by an independent evaluator institution. Our
method underwent evaluation in the form of the news ar-
ticle inconsistency detection task, which aimed to identify
semantic inconsistencies present within the infographic spe-
cific news article. This task was further subdivided into four
distinct evaluation sub-tasks, each focusing on different sec-
tions of the news media. The purpose behind these sub-
tasks is to evaluate how well different methodologies adapt
to being presented with limited sections of the news media.
§ 4.1 reports the SemaFor evaluation results. § 4.2 provide
additional ablation study of our methods.

4.1 DARPA SemaFor evaluation results
Test dataset and methods for comparison. Each of the

four SemaFor evaluation sub-tasks comprises a total of 248
samples, with 124 of them being manipulated (Contradic-
tion) and the remaining 124 being authentic (Entailment)
articles. Every news media sample includes a title, multi-
ple images, captions, body paragraphs, and meta data. We
note that, in accordance with program guidelines, the ori-
gins of other performer teams/methods cannot be disclosed
unless they are publicly published. We refer to all partic-
ipating methods with a consistent Performer ID across all
evaluations. Participating teams are provided with a sub-
set of these media assets to conduct forensic detection, with
any possible falsifications guaranteed to be present within
the given sub-task media assets.



Figure 3: Examples of the infographic image caption of news articles for consistency analysis in the SemaFor evaluation test set: Additional
images, captions, and body paragraphs are present in the news article along with meta data (not shown, which are used within the test set).

Evaluation metric. We employ various metrics of ROC
analysis to assess the performance of our proposed method.
In media forensic applications, the ability of a model to
maintain high TPR while minimizing the FPR is crucial,
as false positives can waste time, resources, and potentially
mis-trust in the forensic model. To this end, we use the
True Positive Rate (TPR) at the low 0.08 False Positive Rate
(FPR) to measure the performance of methods in high lia-
bility situations. Lastly, we report the standard ROC-AUC
and the Equal Error Rate (EER) to gain insight of how well
each test method performs. We next report the evaluation
results in the following four sub-tasks for the semantic con-
sistency detection of infographic articles.

(I) Title and image consistency: Our method performed
significantly better than most mainstream performers in the
title image semantic consistency sub-task. As shown in Ta-
ble 2, the only comparable method is Performer 4. How-
ever, our method’s TPR at a low FPR is twice that of Per-
former 4. This is particularly significant for media foren-
sics, where false alarms can have disastrous consequences
in the fast-paced, click-bait-based internet ecosystem.

(II) Title and body paragraphs consistency: Similarly
to the previous sub-task, Table 3 shows that our proposed
method and Performer 4 outperform all other participating
methods here. Our method achieves a significantly better
TPR at low FPR compared to all other methods. However,
the EER of our proposed method is higher than in the previ-
ous sub-task, at 33% compared to the 29% of Performer 4.
This indicates that Performer 4’s TPR and FPR are slightly
more balanced than our method. We argue that our signif-
icantly better performance in low FPR outweigh the 4 %
difference in EER in the context of media forensics.

(III) Image and body paragraphs consistency: It is ev-
ident in Table 4 that this task was the most challenging for
all SemaFor performers. The performance of our method
decreased significantly in this sub-task. However, our re-
sults are still comparable to other performers’ methods. The
decrease in performance is likely due to the larger number
of premise-hypothesis claims that need to be verified based

on the premise-hypothesis structure shown in Table 1.
(IV) Title, image, and body paragraphs consistency:

Table 5 shows that our method perform significantly better
at low FPR making it more reliable in high liability condi-
tions. The remaining metrics such as AUC and EER is in
second place slightly behind Performer 4.

Discussion. Our method overall outperforms all other
participating methods in all three metrics across all four
sub-tasks. Although Performer 4 has comparable re-
sults, it falls significantly behind in low FPR conditions.

Figure 4: Title, image, and body
paragraph consistency ROC

An insight gathered from
these results is that detect-
ing infographic text semantic
consistency in news articles
is very challenging. Most
participating methods have
near-random AUCs as seen
in Fig. 4. We believe this is
due to the language, number
of moving parts, and info-
graphic complexities within
the articles. The models
need to accurately extract the
infographic and textual se-
mantic features and correctly make inference. This is par-
ticularly challenging, as no manipulation infographic news
article datasets are publicly available. We believe our high
performance in low FPR is attributed to the integration of
scene text extraction and language inference.

Qualitative Analysis. We next discuss some observed
qualitative traits of our method. Regarding strengths, our
model was able to detect the numeric difference in COVID
cases between the title and caption in Fig. 3(a). In terms of
weaknesses, our method struggled with chart-based recog-
nition, shown in Fig. 3(b). We were not able to associate
the increasing bar graph values to increasing COVID cases.
Additionally, our model has the ability to reason in the neu-
tral case. This is shown in Fig. 3(c). While the image scene
text and caption is not directly consistent, our model is able



Sub-Modules F1 AUC
CLIP [7] 0.56 0.51

OSCAR [3] and T5 0.62 0.59
Our method using DB [4], MORAN [5], and T5 [9] 0.78 0.72

Table 6: Ablation Study on the effectiveness of scene text recog-
nition and the T5 language model toward the performance. CLIP
was used for a baseline representing results without any of our
sub-modules. OSCAR was used for image captioning to replace
the infographic scene text OCR.

to recognize that the majority of the claims are neutral.

4.2 Ablation Study
We conducted an ablation study to gain a deeper under-

standing of the impact of the sub-modules on the overall
performance of our method. We evaluate the replacement
of our scene text extraction models with the OSCAR [3]
and utilized CLIP [7] as a baseline image text consistency
model. The purpose of this experiment is to assess the sig-
nificance of considering scene text within the image, while
analyzing semantic consistency in the infographic articles.
We evaluated these new hybrid methods on a real-world
dataset of 50 manipulated samples and 50 pristine samples
of infographic news articles.

Table 6 presents a breakdown of scores for each hybrid
method. Observe that there is a significant improvement in
performance after integrating infographic scene text OCR
into the pipeline. The results without OCR are close to ran-
dom chance, which highlights the importance of capturing
scene text for infographic semantic consistency analysis.

Limitations of our method. The quality of real-world
media can vary significantly, with spelling mistakes, irrele-
vant information, personal bias, and grammatical errors. It
is crucial for language models to be able to handle noisy
inputs effectively. We have observed that our model strug-
gles to handle noisy inputs. This limitation might stem from
that our model being trained on the SNLI dataset, which
contains smaller human-annotated research statements. We
have opted to clean the input text before feeding it into our
inference model. While this is not a perfect solution, it has
helped to mitigate the above-mentioned issues.

5 Conclusion
We presented a two-stage multi-modal Transformer

based method that detects semantic inconsistencies in in-
fographic based articles. Our method significantly out-
performs other mainstream methods within the four Se-
maFor evaluation sub-tasks. Our future work entails en-
hancing our model to recognize graphs and charts, refining
our language model to better handle unstructured input, and
augmenting the explainability of the model.
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