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ABSTRACT 

 

We present a multi-pass approach for scooter Automatic 

License Plate Recognition (ALPR). Scooters are 

important daily vehicles in Southeast Asian countries 

due to their superior mobility, convenience, and low cost. 

Automatic scooter License Plate (LP) detection and 

recognition are important for transportation 

administration and law enforcement. Existing ALPR 

works relying on DNN and data augmentation are 

deficient against challenges due to large view variations, 

motion blur, day/night and lighting variations. Our 

multi-pass YOLOv3 object detection design can 

effectively detect LPs, rectify LP views via detecting the 

LP screws and corners, and then recognize LP 

characters, all using only a single YOLOv3 network. 

Our method can detect far-away plates in large view 

angles and recognize tiny characters. Evaluation is 

performed on a new TaiwanScooterLP dataset with 

3,154 scooter images, 4,198 labeled LPs and 25,700 LP 

characters. Our method achieves LP detection F1 of 

98.31% and character recognition F1 of 99.88%. Our 

system runs in about 10 FPS (excluding I/O) and can 

handle low lighting conditions. 

Keywords: Multi-pass Yolov3, Scooter license plate 

detection, Scooter license plate recognition, large view 

angle, TaiwanScooerLP dataset, low lighting. 

 

1. INTRODUCTION 

 

Scooters are important daily vehicles in Southeast 

Asian countries due to their superior mobility, 

convenience, and low cost. License Plate (LP) detection 

and recognition for scooters and vehicles are important 

means of vehicle identification for Intelligent 

Transportation System (ITS), parking lot automation, 

and law enforcement use cases [17]. With the recent 

breakthrough in computer vision and deep learning, it is 

now possible to run Automatic License Plate 

Recognition (ALPR) on a hand-held device over a 

moving platform, i.e. just scan a street scene and all LPs 

there are read automatically. Unconstrained ALPR 

system that can be used such way in-the-wild is still 

under development. 

ALPR for vehicle identification has long 

development history [7], however mostly for cars and 

not specifically for scooters or motorcycles. Scooter LPs 

are smaller in size and scooters can appear more 

crowdedly together, which makes the detection harder. 

Large view variations, clutter background, and 

environmental factors such as lighting conditions, 

motion blur all make the problem challenging. ALPR 

approaches relying on vehicle detection to localize LPs 

[6, 5, 16, 15] do not leverage the strong 

shape/appearance cues — License plates are rectangular, 

usually white or in constant backgrounds and black texts, 

thus they are easier to detect using a light-weight 

network. The Deep Neural Networks (DNN) used in 

most modern ALPR methods generally require large 

training data with data augmentation to boost detection 

performance, while the brute-force end-to-end design 

are still deficient against the aforementioned challenges. 

Non-maximum-suppression (NMS) of the detectors can 

wrongly remove true detections. 

In this paper, we follow a multi-stage design for 

ALPR (Fig.1). In the first stage, LPs are detected and 

localized. View variations are handled and LP images 

are rectified in the second stage. Finally, character 

detection, segmentation, and recognition are performed 

in the third stage. We propose a multi-pass YOLOv3 [22] 
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object detection scheme that can effectively and robustly 

carry out all three stages, namely: (1) detect LPs, (2) 

rectify LP views from large viewing angles via detecting 

the LP screws and corners, and then (3) recognize LP 

contents, all using a single YOLOv3 network. Our 

multi-pass design is unique that only one YOLOv3 

model is used, thus it can run fast on edge devices such 

as the nVidia Jetson Nano. It can detect far-away plates 

in large viewing angles (about 50 degrees) and 

recognize tiny characters (up to 5 pixels wide). Thanks 

to the multi-scale capability of YOLOv3 in detecting 

tiny objects, our method can detect LPs directly without 

vehicle detection. It can handle multi-languages as long 

as sufficient training samples are provided. 

 

 
Fig. 1: Overview. (a) The proposed multi-pass  

YOLOv3 pipeline for scooter ALPR. (b) Initial LP 

detection. (c) Screw and corner detection for view 

rectification. (d) After horizontal rectification. (e) After 

vertical rectification, where the LP characters are 

detected and recognized. All detections and recognition 

are performed using only a single YOLOv3 network. 

We provide a new TaiwanScooterLP dataset for 

scooter ALPR model training and performance 

evaluation. The dataset combines scooter images from 

our in-house collections in Taiwan and those from the 

Application-Oriented License Plate (AOLP) dataset [11, 

31]. It consists of 3,154 scooter images, 4,198 labeled 

LPs and 25,700 labeled LP characters. Performance 

evaluation is reported in precision-recall analysis and F1 

scores. Our method achieves LP detection F1 of 98.31% 

and character recognition F1 of 99.88%. Our system 

runs in about 10 FPS (excluding I/O) and can handle 

day/night and low lighting conditions. Without trained 

on car LPs (in different formats), they can be detected as 

well as in Fig.3. 

 

2. BACKGROUND 

 

Modern DNN object detectors in most ALPR systems 

can be organized into two categories [13]: (a) two-stage 

detectors: Faster-RCNN, Mask-RCNN [9] based on 

region proposal base networks (such as ResNet, Google 

Inception v3, MobileNet), and (b) single-stage detectors: 

SSD, DSSD, YOLO. 

Traditional ALPR methods rely on computer vision 

techniques (Sobel or Canny edges [18], binarization [26], 

Otsu threshold, morphology, filtering, connected 

components, MSER [11] of texts, to detect LPs based on 

shape and color features. To handle large view angles, 

Radon [18] or Hough [14] transforms are used to 

estimate the horizontal and vertical tilting angles, then 

affine transform [28] can rectify the LP. In [30], Hough 

line scans are used for LP corner detection, and then 

homography is estimated for perspective correction. In 

[23], morphology, filtering, adaptive thresholding, 

contour and geometric filtering are used to find ROI that 

CNN classification can identify LP texts. 

Modern ALPR methods are mostly based on deep 

object detectors. Typically multiple networks are used 

for various purposes and in separate stages. In [19], SSD 

is used for vehicle detection, and MobileNet based on 

depthwise separable conv is used for reading the Thai 

characters. A large LP dataset called CCPD is 

introduced in [29]. In [24], Arabic LP is detected based 

on Mask-RCNN. In [8], a real-time multi-task network 

detects Brazilian LPs. In [2], LP is detected based on 

semantic segmentation. Scooter LP tracking by detection 

is studied in [12]. 

YOLO based ALPR. In recent years, there are 

increasing amount of ALPR works [10, 15, 25, 3, 4, 16, 

27] based on the YOLO detectors [20, 21, 22] due to 

their superior performance and light-weight network. 

Customization and augmentation of the original YOLO, 

such as network architecture change [10], hyper-

parameter tuning [4], data augmentation [15], are 

required in order to successfully adapt YOLO toward a 

solution for ALPR. Several YOLO-based ALPR systems 

are multi-stage in design, some combines additional text 

detector network for OCR [3], or use multiple YOLO 

networks in [1, 16]. In comparison, our multi-pass 

design is unique that only a single YOLO network is 

used for LP detection, LP character 

 

Fig. 2 Annotation and detection considerations. (a) Taiwan scooter license plate annotation. (b) Any street objects that 

are visually similar to a LP can be detected, and our character detection in the next step can rule these out. (c) YOLO is 

good at distinguishing ‘I’ vs ‘1’ in text OCR. 



detection/recognition, and fiducial mark detection for 

LP rectification. Our empirical experience suggests that 

as long as a reasonable amount of training samples are 

provided(~1300 LPs and ~10K characters in our case, 

see 4), YOLO multi-class, multi-scale prediction can 

perform well enough for LP detection, character 

localization and OCR. Our method extends naturally to 

LPs in multi-languages and various lighting conditions. 

 

3. PROPOSED METHOD 

 

The proposed multi-pass YOLOv3 scooter LP detection 

pipeline consists of three stages. Fig.1 summarizes the 

pipeline. 

In stage 1, a LP detection is performed on the whole 

input image, where presumably only the LP class is 

detected, as the other classes (individual characters) can 

be too small to identify (Fig.1b). The LP image is 

cropped and resized for the next stage of detection. 

In stage 2, the same YOLO network is perform at the 

resized LP image, to identify and localize three types of 

fiducial marks: (a) the two screws, (b) the dot ‘.’ 

Character at the center, and (c) the 4 corners of the LP 

(Fig.1c). If the two screws are located, they will be used 

for LP horizontal rectification (Fig.1d). If the 4 corners 

are located, they will be used for LP vertical 

rectification (Fig.1e). The dot character are useful for 

locating LP center for rectification geometry calculation. 

In stage 3, character detection and recognition is 

performed. If sufficient number of characters are found, 

the LP is considered recognized. The more details are 

described as follows. 

 

3.1. Initial license plate detection 

 

We adopt the original YOLOv3 model [32] without 

major modification, except for a few hyper-parameter 

adaptation for training. We use batch size 64, 

subdivisions 16, max batches 50,200, #conv filters = 

(#classes + 1 + 4)  3 = 135. Training starts with 

ImageNet pre-trained model darknet53.conv.74 

available from the original YOLO site. In testing runs, 

we lower the detection score threshold to ensure high 

recall of LPs, as false detections can be reliably filtered 

out in the subsequent stages in our pipeline. 

We use the LabelImg [33] GUI to perform 

annotation, and save labeling in PASCAL VOC XML 

format, as in Fig.2a. Since YOLO is not initially 

designed for detecting LPs, such ‘vilella’ use of YOLO 

in LP detection will not out-perform other state-of-the-

art approaches. We do not explicitly label objects that 

are similar to LPs (street scene texts or addresses as in 

Fig.2b) as a non-LP class. While this can reduce some 

false-alarms, it also increases miss-detections. We rely 

on the LP character recognition at the end to make 

decisions. 

In a typical street scene, it is common that 5 to 10 

scooters are detected simultaneously, as shown in Fig.3. 

All detected LP images are cropped and resized into 300 

 600 for subsequent rectification steps. 

 

3.2. LP fiducial detection for rectification 

 

In this stage, the YOLOv3 model is used to detect three 

types of fiducial marks: (a) the two screws (where the 

two types of screws are treated as a single class), (b) the 

dot ‘.’ Character at the LP center, and (c) the 4 LP 

corners (where the 4 types of corners are treated as a 

 

Fig. 3 Visual results of scooter ALPR in (a) day time, (b) strong reflectance/over-exposure, (c) night time, (d) dark 

lighting condition, (e) green LP, (f) yellow LP, (g) red LP for heavy motorcycles. (h) Our method can be used to detect 

car LPs as well. 



single class). They are landmark objects to be detected 

by our YOLO model. Refer to the annotation in Fig.2a 

and a test result in Fig.1c for these landmarks. 

In most test cases, the two screws can be reliably 

detected, and the line spanning the screws is used to 

calculate the horizontal rectification of the LP view. If 

any screw is missing, we simply perform horizontal 

rectification using default (precalculated) parameters. 

Similarly, in most cases the 4 corners can be detected 

and used for vertical rectification calculation. 

Horizontal rectification is performed by calculating 

the tilting angle of the screw-spanning line using arccos, 

and then rotating the LP image pixels back using bi-

linear interpolation. Vertical rectification is performed 

similarly, by estimating the angles 1 and 2 between the 

left two corners and right two corners using atan2, 

respectively, and then applying shear transform to 

rectify the LP image as in Fig.1d. In case if any corner 

detection is missing, as long as one of 1 or 2 can be 

calculated, we can use the detected dot ‘.’ character at 

the LP center or the screw positions to estimate the 

rough shape of the LP, assuming the LP is rectangular. 

This way, our vertical rectification can be performed 

robustly against clutter scenes and low light conditions 

in most cases, as demonstrated in Fig.3. 

 

3.2. LP fiducial detection for rectification 

 

YOLO object detection is performed on the rectified 

license plate for character detection and recognition. A 

LP is considered recognized only if there are 4 or more 

characters or digits together with the dot `.’ character 

being recognized. This rule is based on Taiwan 

government regularization of scooter license plates. 

In our ALPR pipeline, both character recognition 

steps (before and after rectification) can produce a valid 

LP recognition result. We select the most reasonable LP 

characters as the outcome, by considering the character 

locations w.r.t. the LP geometry. Specifically, all 

characters are sorted horizontally, and we check the 

average width between characters to rule out possible 

erroneous character detections. 

 

4. EXPERIMENTAL RESULTS 

 

4.1. Data preparation and model training 

 

We provide a new TaiwanScooterLP dataset by 

combining the AOLP dataset [11] with our own scooter 

image collection and annotation. Scooter photos are 

taken in-the-wild from street scenes in Taiwan, which 

are organized into the following categories (with # 

images in each category): Street (708), Side-way (252), 

Road (59), Heavy-Motorcycle (86), Traffic-Surveillance 

(757), Parking-Entrance (681), Road-side (611), where 

the last three categories are from the AOLP dataset [11]. 

Our dataset contains 3,154 labeled scooter images in the 

street scene. There are totally 29,898 objects (10,464 

training and 19,434 test). In which, there are totally 

4,198 labeled LPs (1,364 training and 2,834 test). There 

are 25,700 characters: 9,100 training (5,302 labeled 

digits, and 3,798 alphabets) and 16,600 test characters.  

Our YOLOv3 model is trained to detect the 

following 40 object classes: the LP, screw, corner, the 

dot ‘.’ character, the digits (0 to 9), the upper-case 

characters (A to Z). Table 1 lists the number of samples 

(for both training and test) in each class. We use a total 

of 19,572 samples (including all object classes) to train 

our YOLOv3 detector. 

The system is implemented in C and integrated with 

python and OpenCV. Evaluation is performed on a 

workstation with Intel i7 CPU, 24GB RAM and nVidia 

GTX 1080 GPU. The whole pipeline runs about ~10 

FPS excluding I/O time. 

 

4.1. Evaluation 

 

Table 2 shows Precision-Recall evaluation results. We 

only perform evaluation for LPs and characters. 

Evaluation of the screw and corner detections is ignored, 

as they are only intermediate results used for LP 

Table 1: The TaiwanScooterPlate dataset: # samples are shown in each object class. 

class # class # class # class # 

LP 1364 6 585 G 163 Q 113 

screw 2783 7 596 H 174 R 95 

corner 4674 8 683 I 29 S 74 

. 1651 9 573 J 175 T 104 

0 525 A 191 K 232 U 98 

1 551 B 181 L 145 V 63 

2 609 C 244 M 437 W 99 

3 556 D 204 N 173 X 81 

4 74 E 186 O 0 Y 100 

5 550 F 139 P 198 Z 100 



rectification. The visual results in Fig.3 demonstrates the 

efficacy of our method in scooter ALPR running in the 

wild. The superior detection capability of YOLO 

enables ALPR in large variety of lighting conditions, 

including over-exposure and low lights, provided that 

these scenarios are included in the training. 

 

5. CONCLUSIONS 

 

We presented a multi-pass YOLOv3 ALPR system that 

can effectively detect and recognize scooter license 

plates in the wild. Our multi-pass YOLOv3 design is 

unique that it cannot only detect LPs but also detect 

fiducial marks such as LP screws and corners for view 

rectification. The same YOLO model is also used for LP 

character recognition. Our model is light-weight and 

runs fast. Results show that it can effectively detect and 

recognize LPs in various lighting conditions. 

In the future, the proposed method will include LP 

tracking integration and handheld edge device 

deployment for further use in traffic administration and 

law enforcement. Furthermore, the YOLO v4 [34] will 

be used to train our TaiwanScooterPlate dataset to 

detect Scooter Plate with more accuracy. 
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