SHOT SEGMENTATION AND GROUPING FOR PTZ CAMERA VIDEOS
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Abstract—We present a method for detecting shot boundaries and grouping together shots that were taken from identical camera directions. The technique utilizes methods including spectral clustering and phase correlation to achieve fast and accurate segmentation and grouping.

I. INTRODUCTION

The exact definition of a shot varies, but it is roughly defined as an uninterrupted sequence of frames that have been taken from one camera [10][9]. We examine videos taken from PTZ (pan, tilt, zoom) security cameras. A PTZ camera may be programmed to automatically transition between a set of directions. The resulting video would consist of many shots, each of which correspond to a period of time where the camera was not moving. We define a scene as a group of shots taken from the same camera direction and thus having the same background. Organizing these videos into scenes can be useful as a preprocessing step for video summarization techniques such as video synopsis [6], which requires a fixed background.

II. RELATED WORKS

Many methods exist for shot boundary detection. A recent survey lists a large collection of these techniques [8]. Two methods noted in the survey to perform well are phase-correlation [9] and background tracking [5]. We combine a phase-correlation based approach with background-tracking.

Our method uses spectral clustering to group shots together, as do some previous works on scene detection and shot grouping [4] [2]. Spectral clustering requires some way of measuring the similarity between two items. Past research on scene detection involves methods that rely, at least partially, on color similarities between scenes [2] [7]. In [2], a scene is defined as “...a series of semantically correlated shots”. Similarly, in [7], they define a scene as “... a subdivision of a play in which either the setting is fixed or when it presents continuous action in one place”. These definitions are more general than ours and their similarity measures are not directly applicable to this problem.

Color histograms are not a reliable measure of shot similarity in our case, since the videos we examine tend to have different scenes with a high degree of color similarity. Another point to consider is that the color content may vary greatly between different shots of the same scene, for instance, a video with moving traffic. Since our definition of a scene is more specific, we must define a different similarity measure. Temporal similarity is also taken into account in [4]. However, in our case, temporal distance is also not a good indicator of shot similarity. Our task boils down to background matching, but it is complicated by unstable lighting conditions and foreground appearance.

III. METHOD

Phase correlation is an established method for detecting hard cuts [10][9]. However, applying phase correlation over the frames of a high resolution video can be computationally expensive. Instead we use phase correlation on a small portion of the image. We also propose using phase correlation as a measure of similarity for grouping shots into scenes.

IV. SHOT BOUNDARY DETECTION

We define a shot as an uninterrupted segment of video taken from the same camera direction. It is assumed that foreground objects may change rapidly, and that changes in the foreground do not necessarily indicate a cut. The background tracking technique in [5] makes use of only a portion of the image, which they call the “fixed background area”, or FBA. This consists of a bar along the top of the image and two bars along the left and right sides of the image. These three portions are combined into one image called the “transformed background area” or the TBA. This is done by rotating the left portion clockwise and rotating the right portion counterclockwise by ninety degrees. The process is nicely illustrated in the original paper. They also provide formulas to calculate the exact dimensions for the FBA.

Their shot detection algorithm is a multi-stage process. In our experiments, we noted that the second stage of their algorithm (which is designed to filter out false positives) tended to filter out actual cuts, likely due to the color similarity of our shots. Better results can be obtained by skipping their detection method altogether and using phase correlation on the transformed background area. This method is simple and fast, given that FFTs are only computed over a fraction of the image. A simple method for phase correlation applied to cut detection is given in [10]. The correlation surface can be computed as [10]:

$$S(f_i, f_{i+1}) = F^{-1} \left( \frac{F(f_i^*) \cdot F(f_{i+1})}{|F(f_i^*)| \cdot |F(f_{i+1})|} \right)$$

where $f_i$ is the $i^{th}$ frame after applying a window function, $*$ is the complex conjugate, and $F$ is a 2-dimensional Fourier transform. If $f_i$ and $f_{i+1}$ are approximately the same image, there will be a high peak in the correlation surface.

They partition the images into many overlapping blocks $b^{(k)}$ and take:

$$P(f_i, f_{i+1}) = -\sum_{k=1}^{B} \ln(max_y,x(S(b^{(k)}_{f_i}, b^{(k)}_{f_{i+1}})))$$

For our experiments, each image was divided into four parts, overlapping by $\frac{1}{2}$ the total height/width of the image in the vertical/horizontal direction, respectively. We also took $\frac{1}{2}$ of the sum in (2), so our thresholds don’t depend on the number of blocks.

Relying only on the FBA can result in false positives. A large moving object may occlude most of the FBA but not the rest of the image. To prevent this kind of false positive, the entire image can be checked with phase correlation to confirm the shot boundary. To summarize, the steps we use to detect a shot boundary between frames $f_i$ and $f_{i+1}$ are:

1) Compute the TBAs: $t_i, t_{i+1}$ for frames $f_i, f_{i+1}$.
2) If $P(t_i, t_{i+1}) > T$ then there is a potential cut at $i$
3) If $P(f_i, f_{i+1}) > T$ then there is a cut at $i$.

Where $T$ is a threshold.
V. GROUPING

Individual shots should be grouped according to the camera direction from which they were taken. Each output video would then consist of multiple shots with the same background.

Spectral clustering can be used to group different shots together [4] [2]. However, instead of using colors to compare shots, we use phase correlation. The whole frames of each shot (as opposed to just the TBAs) are used, after being down-sampled as suggested in [9]. The mean of each shot is computed and used as a representative for that shot.

We need a measure of similarity, rather than measure of dissimilarity, so we take:

$$P_s(m_i, m_j) = \frac{1}{B} \sum_{k=1}^{B} \ln(1 - \max_{y,x}(S(b^{(k)}_{m_i}, b^{(k)}_{m_j})))$$ (3)

where $$m_i$$ and $$m_j$$ are the means of the $$i^{th}$$ and $$j^{th}$$ shots.

We can also adjust this value according to the coordinates of the peak in the correlation surface. Since the camera should be still during each shot, if the peak is far from the mean of each shot.

We have presented a method for dividing videos into shots and grouping shots with identical backgrounds into scenes. The number of clusters can be estimated using the method from [11]. Let $$\{m_1, m_2, \ldots, m_n\}$$ be the mean of each shot.

The algorithm:

1) Let $$A_{i,j} = P_s(m_i, m_j) \cdot D_b(m_i, m_j)$$
2) Let $$L = D^{-1/2} A D^{-1/2}$$ where $$D_{i,i} = \sum A_{i,j}$$
3) Find the eigenvalues and eigenvectors of L.
4) Create another matrix X using the corresponding eigenvectors as columns. Normalize the rows of X to get Y. Use k-means++ to cluster the rows of Y.1
5) The clusters for elements $$m_j \in \{m_1, m_2, \ldots, m_n\}$$ corresponds to the clusters for rows $$Y_j \in Y$$

VI. EXPERIMENTS

We tested this method on a group of videos taken by PTZ cameras. These cameras switched between a set of directions on a schedule. For instance, a camera may rotate clockwise by ninety degrees every few seconds, producing a video with four scenes. The transitions between camera directions are nearly instantaneous, i.e. the camera rapidly changes directions rather than slowly panning to the next position. Nearly all hard cuts were detected and nearly all shots were grouped into the correct scene.

We always down-sampled images (both TBAs and whole frames) to one quarter their original size before applying phase correlation. We use the formulas in [5] to calculate the FBA dimensions, however we start with $$\frac{1}{10}$$ the image width instead of $$\frac{1}{16}$$, resulting in a slightly larger TBA. On our 640 × 480 resolution videos, the cut detection works in real time (using FFTW to compute the FFTs). Of course, calculating the affinity matrix becomes slow for videos with many shots. Processing long videos in shorter segments and matching the resulting scenes may be a possibility.

Figure 1 illustrates the results of performing phase correlation on TBAs and on the whole frames. The spikes in the graph indicate shot transitions. Using the TBA instead of the whole frame typically produces results that are at least as accurate. It is also interesting to look at the similarity between the mean of a shot and the means of the other shots in a video. Figure 2 shows the results of such a comparison (we used a larger portion of the video for this figure). Phase correlation and histogram correlation were used for figures 2a and 2b respectively.

We hand-labeled the cuts on six PTZ camera videos and ran the detection algorithm. The results can be seen in Figure 3. The videos were taken by cameras on a schedule and switched from one direction to the next every few seconds. The transitions between camera directions were brief, but in some cases lasted several frames. Each frame that the camera is moving or zooming was labeled as a cut. In some cases it was difficult to decide whether a frame should be a cut or not. We define a “Major False Positive” as a false positive that does not occur within one frame of an actual cut and a “Major False Negative” as a false negative that does not occur within one frame of a reported cut. In other words, the false positives and negatives not counting off-by-one errors.

VII. CONCLUSION

We have presented a method for dividing videos into shots and grouping shots with identical backgrounds into scenes. This method addresses a case not previously considered and performs well. Future work may focus on achieving real-time performance and possibly adapting the method to work on a more general set of videos.
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Fig. 1. $P(f_i, f_{i+1})$ for one of our test videos

(a) TBAs

(b) Whole Frames

Fig. 2. $P(f_i, f_{i+1})$ for one of our test videos

(a) Phase Correlation

(b) Histogram Correlation

Video | 1 | 2 | 3 | 4 | 5 | 6
--- | --- | --- | --- | --- | --- | ---
Frames | 1801 | 144 | 2399 | 1357 | 899 | 1370
Actual Cuts | 99 | 21 | 62 | 86 | 124 | 129
Reported Cuts | 103 | 21 | 68 | 90 | 122 | 128
False Positives | 5 | 1 | 7 | 9 | 6 | 12
False Negatives | 1 | 1 | 1 | 5 | 8 | 14
Precision | 95.1% | 95.2% | 89.7% | 90.0% | 95.1% | 90.6%
Recall | 99.0% | 95.2% | 98.4% | 94.2% | 93.5% | 89.1%
Major False Positives | 0 | 0 | 4 | 5 | 0 | 6
Major False Negatives | 0 | 0 | 0 | 0 | 0 | 2
Adjusted Precision | 100.0% | 100% | 93.8% | 94.2% | 100% | 95.0%
Adjusted Recall | 100.0% | 100% | 100.0% | 100.0% | 100% | 98.3%

Fig. 3. Cut Detection Results
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