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Abstract

This paper presents an effective and general purpose search algorithm for alignment, and we applied it to IC printed mark quality inspection. The search procedure is based on normalized cross correlation, and we improve the method with hierarchical resolution pyramid, dynamic programming, subpixel accuracy, multiple target search, and automatic model selection. The proposed search method can be applied to general visual inspection.

The IC printed mark includes a logo pattern and characters. Due to the alignment error of the inspection machine, the mark can be rotated or translated. Main printing error of an IC mark includes: distortion, missing ink, wrong position, double print, smear print, bad contrast (global or partial character), misprint, and mis-orientation print. The inspection accuracy, speed, reliability, and repeatability are all important for the industrial requirement.

To develop the inspection algorithm, digital image processing and computer vision techniques including image binarization, projection, image difference, normalized cross correlation, and mathematical morphology are used. We develop the teaching and inspection function and optimize the system and test it on an IC inspection machine. Our algorithm achieves high accuracy, reliability, and repeatability with high speed for industrial requirement and works well on field test of various IC products.
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Chapter 1

Introduction

1.1 Thesis Motivation

Integrated Circuits (IC) are the fundamentals of computer and electronic industry. IC industry is also the important topic and weapon to enhance our industry and to compete in worldwide market. IC industry includes wafer fabrication process in the front end and chip packaging in the back end.

Mask exposure and defect inspection in wafer fabrication process and IC printed mark inspection, pin inspection, or die bonding in chip packaging all require high precision alignment. High precision alignment enables precise and efficient implementation of defect inspection and die bonding. Due to the rapid increase of pin counts and circuit density, efficient and high accuracy alignment is a required and important algorithm.

IC printed marking is the final stage of chip packaging to print product number and trade mark on the chip to identify product function and classification. IC printed mark is the first and most prominent part a user sees. The user usually associates IC printed mark quality with chip function and quality. In the endless pursuit of quality perfection, enhancing IC printed mark quality is of utmost importance.

IC chips are mass produced. Traditional inspection is manual and relies on eyes.
In industrialized countries, labor is expensive and inspection is monotonous, laborious, fatiguing, and prone to mistakes. Employees are unwilling and it is impossible to do IC printed mark quality control or inspection manually with eyes. Automatic IC printed mark quality inspection with computer vision is a natural and unstoppable trend.

We develop the fast search algorithm and apply to IC printed mark quality inspection. We collect various kinds of searching methods and develop an software solution to match a 128×128 pattern in a 640×480 field of view; the computing time is within 50 to 70 ms, and the locating accuracy can achieve subpixel accuracy.

The IC printed mark includes a logo pattern and characters. Due to the alignment error of the inspection machine, the mark can be rotated or translated. Main printing error of an IC mark includes: distortion, missing ink, wrong position, double print, smear print, bad contrast (global or partial character), misprint, and mis-orientation print as shown in Figures 1.1 and 1.2 [2, 6].

Figure 1.1: IC printed mark errors.
Figure 1.2: Main IC printed mark errors: (a) good, (b) smeared, (c) scraped, (d) double print, (e) broken, (f) missing ink, (g) bad contrast, (h) misprinted, (i) partial bad contrast, and (j) mis-orientation.

1.2 The Proposed Method

We develop the IC printed mark quality inspection algorithm and build a GUI (Graphical User Interface) environment. An operator can teach and adjust a good IC mark sample and inspect a batch of ICs based on the golden sample.

Alignment and search is the most important part of the optical inspection. Typical 2D image transform includes translation, rotation, scaling, tilting, skew, and other 2D nonlinear transform. In 3D perspective vision, image translation, rotation, and scaling often occurs. In real case of industrial inspection, we can assume no image scaling, because the distance between camera and inspected parts is fixed. Our fast search algorithm can solve image translation and rotation in realtime and reach the subpixel matching accuracy.

After accurate alignment, optical verification can be easily achieved by image dif-
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ference. Due to the matching error, some edge noise will remain after image difference. Morphological opening will eliminate the edge noise and leave the defect alone. We can verify the inspection result and make decision to accept or reject this part.

Normalized Correlation Search (NCS) is the best linear method to solve 2D image matching [38], but traditional image correlation is computationally inefficient. We use the hierarchical pyramid strategy and a dynamic programming method to improve the speed and keep the excellent reliability and accuracy of NCS. In addition, subpixel search accuracy, multiple target search, and automatic search model detection are added to improve the matching functionality.

We use two fiducial marks to solve the image rotation [7]. By calculating the matching angle of the two fiducial marks, we get the rotation angle. Tolerance of about ±10° is acceptable for NCS due to its excellent matching ability and reliability.

The inspection method is divided into two main steps: the teaching step and the inspection step. In the teaching step the operator teaches a golden sample to the program. We assume the teaching IC sample is perfect i.e. the printed mark has no defects and no rotation and it is well lighted. After learning many features of the golden image, we perform inspection based on the taught data. During teaching step, we focus on complete functions for teaching on various kinds of IC printed marks. On the other hand, during inspection step, we focus on inspecting speed and accuracy for industrial requirement.

This thesis is organized as follows. Chapter 1 gives introduction, thesis motivation, and our proposed method. Chapter 2 show some theoretical background including projection, image binarization, image difference, mathematical morphology, and normalized cross correlation. Chapter 3 describes the fast search algorithm for inspection alignment. Chapter 4 explains the IC printed mark teaching and inspection process, including discussion about the threshold parameters of the system. Chapter 5 gives some conclusions.
Chapter 2

Background

2.1 Projection

Projection [17] can be used to segment image especially for blocks where bounding boxes separate from each other. Projection can be binary or grayscale with proper threshold. Projection can be horizontal, vertical, or at any direction. Let digital image $I$ have pixels $I(r, c)$, where $1 \leq r \leq R$ and $1 \leq c \leq C$, then horizontal projection is

$$P_H(r) = \#\{c | (r, c) \in I\}$$ (2.1)

vertical projection is

$$P_V (c) = \#\{r | (r, c) \in I\}$$ (2.2)

Based on the nature of the IC printed marks, we can use horizontal projection to segment each printed line and vertical projection to segment each printed character as shown in Figure 2.1.

We use binary projection to segment IC printed words and marks, so a proper threshold is needed. the threshold selection is described in Section 2.2.
2.2 Binarizing Threshold

In order to segment the printed mark and the background of an IC chip, a proper binarizing threshold is needed. We use the minimizing within-group variance method [17] to get the best threshold of an IC image. We divide the image into two parts: the foreground and the background, and we assume each part to be Gaussian distribution. The background part has mean $\mu_1$ and standard deviation $\sigma_1$, and the foreground part has mean $\mu_2$ and standard deviation $\sigma_2$, as shown in Figure 2.2.
Let $P(1), ..., P(I)$ represent the histogram of the gray value of the image. We scan threshold $t$ at every possible gray value to get the best threshold. Let $q_1(t)$ be the probability for the group with values less than or equal to $t$ and $q_2(t)$ be the probability for the group with values greater than $t$. Let $\mu_1(t)$ be the mean for the first group and $\mu_2(t)$ be the mean for the second group. Let $\sigma_1^2(t)$ be the variance for the first group and $\sigma_2^2(t)$ be the variance for the second group. The within-group variance $\sigma_w^2(t)$ is defined by

$$
\sigma_w^2(t) = q_1(t)\sigma_1^2(t) + q_2(t)\sigma_2^2(t)
$$

where

$P(1), ..., P(I)$: histogram probabilities

$$
P(i) = \frac{\#\{(r, c) | I(r, c) = i\}}{R \times C}
$$

$$
q_1(t) = \sum_{i=1}^{t} P(i)
$$

$$
q_2(t) = \sum_{i=t+1}^{I} P(i)
$$

**Figure 2.2**: Threshold with minimizing within-group variance method.
\[
\mu_1(t) = \sum_{i=1}^{t} \frac{iP(i)}{q_1(i)} \\
\mu_2(t) = \sum_{i=t+1}^{I} \frac{iP(i)}{q_2(i)} \\
\sigma_1^2(t) = \sum_{i=1}^{t} [i - \mu_1(t)]^2 \frac{P(i)}{q_1(i)} \\
\sigma_2^2(t) = \sum_{i=t+1}^{I} [i - \mu_2(t)]^2 \frac{P(i)}{q_2(i)}
\]

The best threshold \( t \) can then be determined by a sequential search through all possible values of \( t \) to locate the threshold \( t \) that minimizes \( \sigma_1^2(t) \). Figure 2.3 shows the thresholded result with minimizing within-group variance method.

### 2.3 Image Difference

Image difference is used directly to verify printed mark defect. By assuming there is no scaling between the taught data and the test IC image, translation and rotation can be solved by accurate alignment search algorithm. We perform image difference and set proper threshold to decide acceptable results and defects, then we count the defects to decide to accept or reject this IC chip. Referring to Section 2.2, we can use the minimizing within-group variance method to set the binary threshold and the difference threshold, as shown in Figure 2.2,

\[
\text{InspBinThresh} = t \\
\text{InspDiffThresh} = \left\lfloor \frac{\mu_2 - \mu_1}{2} \right\rfloor
\]

We use the average difference of the two mean values to be the difference threshold, so defect of foreground pixels will be easily separated from background pixels.

Due to the image rotation and alignment error of the inspection mechanism, some edge noise will remain after image difference, morphological opening will eliminate the noise as described in Section 2.4.
Mathematical morphology works on shape, and can be used to simplify image data, preserve shape, and eliminate outlier noise. Mathematical morphology includes four main operations: dilation, erosion, opening, and closing.

binary dilation of $A$ by $B$: $A \oplus B$

$$A \oplus B = \{ c \in E^N | c = a + b \text{ for some } a \in A \text{ and } b \in B \}$$ (2.6)

Figure 2.3: Thresholded result with minimizing within-group variance method.
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binary erosion of $A$ by $B$: $A \ominus B$

$$A \ominus B = \{x \in E^N | x + b \in A \text{ for every } b \in B\}$$ (2.7)

binary opening of $A$ by $B$: $A \circ B$

$$A \circ B = (A \ominus B) \oplus B$$ (2.8)

binary closing of $A$ by $B$: $A \bullet B$

$$A \bullet B = (A \oplus B) \ominus B$$ (2.9)

Figure 2.4: Morphological opening and kernel. (a) The kernel. (b) Image before opening. (c) Image after opening.

The second set $B$ is referred to as the structuring element or the kernel as shown in Figure 2.4. Grayscale morphology is similar to the binary morphology, but extends the binary value to grayscale value. First define two dual functions: top and umbra:

- top surface of $A$: denoted by $T[A] : F \to E$:

$$T[A](x) = \max\{y | (x, y) \in A\}$$ (2.10)
• umbra of \( f \): denoted by \( U[f] : U[f] \subseteq F \times E \)

\[
U[f] = \{(x, y) \in F \times E | y \leq f(x)\} \tag{2.11}
\]

Then grayscale morphology can be defined as the following:

gray-scale dilation of \( A \) by \( B \): \( A \oplus B \)

\[
A \oplus B = T\{U[A] \oplus U[B]\} \tag{2.12}
\]

gray-scale erosion of \( A \) by \( B \): \( A \ominus B \)

\[
A \ominus B = T\{U[A] \ominus U[B]\} \tag{2.13}
\]

gray-scale opening of \( A \) by \( B \): \( A \circ B \)

\[
A \circ B = (A \ominus B) \oplus B \tag{2.14}
\]

gray-scale closing of \( A \) by \( B \): \( A \bullet B \)

\[
A \bullet B = (A \oplus B) \ominus B \tag{2.15}
\]

Morphological opening with disk kernel can eliminate sharp edge noise and preserve main shape of the image. So it will be used to do noise removal after pattern difference during inspection. It can make the inspection algorithm robust to character alignment and segmentation error of 1 ~ 2 pixels.

Figures 2.5 and 2.6 show the inspection results before morphological opening and after opening. Outlier edge noise will be removed by the opening operation, and the defect pixels will be preserved.
2.5 Normalized Cross Correlation

Normalized cross correlation [15] is used to match picture, i.e. match a pattern to another image and return the best matching position. The correlation coefficient $r(u,v)$ is scaled in the range -1 to 1, independent of image translation and linear shifting and scaling of image gray level. The correlation coefficient is defined as follows:

\[
\begin{align*}
    r(u,v) &= \frac{E[(X-u)(Y-v)]}{\sqrt{E[(X-u)^2]E[(Y-v)^2]}} \\
    &= \frac{\sum_{i,j} (X(i,j) - u)(Y(j,i) - v)}{\sqrt{\sum_{i,j} (X(i,j) - u)^2 \sum_{i,j} (Y(j,i) - v)^2}}
\end{align*}
\]
Figure 2.6: Inspection result after opening.

$$r(u, v) = \frac{\sum_{i=0}^{m-1} \sum_{j=0}^{n-1} [I(i + u, j + v) - \bar{I}] [M(i, j) - \bar{M}]}{\sqrt{\sum_{i=0}^{m-1} \sum_{j=0}^{n-1} [I(i + u, j + v) - \bar{I}]^2 \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} [M(i, j) - \bar{M}]^2}}$$ (2.16)

where $m$ is the pattern image width; $n$ is the pattern image height; $w$ is the search image width; $h$ is the search image height; $r(u, v)$ is the correlation coefficient; $\{M(i, j)|0 \leq i < m, 0 \leq j < n\}$ is the pattern image, $\{I(i, j)|0 \leq i < w, 0 \leq j < h\}$ is the search image, and $\{I(i + u, j + v)|0 \leq i < m, 0 \leq j < n\}$ is the sub-image of the search image.
The output correlation coefficient is a 2D function with range
\[ 0 \leq u < (w - m + 1), 0 \leq v < (h - n + 1) \]

Position \((u_{\text{max}}, v_{\text{max}})\) is the best matching position, if \(r(u_{\text{max}}, v_{\text{max}}) \geq r(u, v), \forall u, v.\) Region \(\{I(i + u, j + v) | 0 \leq i \leq m, 0 \leq j \leq n\}\) is a subimage of \(I\) best matching image \(M_{m \times n}\). Coefficient \(r = 1\) means a perfect matching; \(r = -1\) means an inverse perfect matching. A perfect matching means that relation between gray level of pattern \(M\) and the matching sub-image \(I(u, v)\) is linearly shifting and scaling: \(I(u, v) = aM + b\). An inverse perfect matching is similar to perfect matching, but has inverse gray level: \(-I(u, v) = aM + b.\)

The normalized cross correlation can be simplified as the following equations:

\[
r(u, v) = \frac{\sum_{i=0}^{m} \sum_{j=0}^{n} [I(i+u, j+v)M(i, j) - I(i+u, j+v)M - IM(i, j) + IM]}{\sqrt{\sum_{i=0}^{m} \sum_{j=0}^{n} [I^2(i+u, j+v) - I(i+u, j+v)I]} \sqrt{\sum_{i=0}^{m} \sum_{j=0}^{n} [M^2(i, j) - M(i, j)M]}} \tag{2.17}
\]

We multiply both the numerator and the denominator by factor \(N = m \times n:\)

\[
r(u, v) = \frac{N \sum_{i=0}^{m} \sum_{j=0}^{n} [I(i+u, j+v)M(i, j) - I(i+u, j+v)M]}{\sqrt{\sum_{i=0}^{m} \sum_{j=0}^{n} [I^2(i+u, j+v) - I(i+u, j+v)I]} \sqrt{\sum_{i=0}^{m} \sum_{j=0}^{n} [M^2(i, j) - M(i, j)M]}} \tag{2.18}
\]

\[
NM = \sum_{i=0}^{m} \sum_{j=0}^{n} M(i, j) \tag{2.19}
\]

\[
NI = \sum_{i=0}^{m} \sum_{j=0}^{n} I(i + u, j + v) \tag{2.20}
\]
Constants $I$ and $M$ can be moved out: $r(u, v) =$

$$
N \sum_{i=0}^{m} \sum_{j=0}^{n} I(i+u, j+v) M(i, j) - \left( \sum_{i=0}^{m} \sum_{j=0}^{n} I(i+u, j+v) \right) \left( \sum_{i=0}^{m} \sum_{j=0}^{n} M(i, j) \right)
$$

(2.21)

We get the final simplified equation of the normalized cross correlation: $r(u, v) =$

$$
N \sum_{i=0}^{m} \sum_{j=0}^{n} I(i+u, j+v) M(i, j) - \left( \sum_{i=0}^{m} \sum_{j=0}^{n} I(i+u, j+v) \right) \left( \sum_{i=0}^{m} \sum_{j=0}^{n} M(i, j) \right)
$$

(2.22)

where $N = m \times n$.

The simplified equation can be accelerated by a dynamic programming method, which will be introduced at Chapter 3. The normalized cross correlation is one of the best methods to match images, but the computational complexity of the traditional correlation is very time consuming. Our proposed method can solve the problem and will be introduced in Chapter 3.
Chapter 3

Fast Search Algorithms

3.1 Introduction

For visual inspection, high precision alignment enables efficient implementation of defect inspection; it is also the key to high speed and high accuracy verification. But fast alignment algorithm is almost the most difficult part of visual inspection, because the accuracy, functionality, reliability, repeatability, and speed can not be satisfied at the same time. For different purposes of application, the requirement of alignment is distinct. Ad hoc methods may be used to speed up the computation, but the general purpose fast search algorithm is still an important problem in computer vision and artificial intelligence.

Our purpose is to design a general purpose fast search algorithm which can match a 128×128 grayscale pattern in a 640×480 field of view. The computing time is within 50 to 70 milli-second (ms), and the locating accuracy can achieve subpixel accuracy.

Normalized cross correlation is our main idea to perform general purpose matching. We improve the speed, preserve the excellent property, and enhance the ability of normalized correlation search. In addition to the speed and accuracy requirement, our search algorithm can perform multiple target search i.e. return matching points sorted
in the descending order of similarity. In addition, the automatic model selection is also an important role in our search function.

The normalized correlation search has many excellent properties for alignment [38]:

- Independence of linear image brightness changes
  - independence of brightness shift
  - independence of brightness scaling
- Absolute value of matching (correlation coefficient)
- Typical sub-pixel accuracy: 0.1 to 0.25 pixel
- Excellent repeatability: $\sigma_{position} \leq 0.05$ pixel
- Excellent immunity to image defects
- Tolerance of image distortion due to rotation or scaling
- Excellent discrimination ability
- Tunability to appropriate feature scale
- Excellent immunity to scene clutter
- Computational efficiency!

We improved the original normalized cross correlation by using dynamic programming method and resolution pyramid search. The resolution pyramid search i.e. hierarchical search is an efficient method to divide brute force search into a global search and a local search. By hierarchical sub-sampling of the pattern and search image, we get two sets of resolution pyramid images. By full search on the smallest sub-sampling image, we reduce the global search space. After getting the global matching point, we
perform one or more local search on the finer resolution image layer near the neighborhood. Repeating this method, we can get the accurate matching point of the original image. We can enhance this method to over-sampling the image to get the subpixel matching accuracy. The fast search algorithm will be described in Sections 3.2, 3.3, and 3.4.

Normalized correlation search returns an absolute value of similarity of each matching point, so we can sort the matching scores in descending order. By selecting maximum matching points or minimum matching score of each matching layer, we can get multiple matching targets. Section 3.5 will explain the method in detail.

The automatic detection of search model is an important part of an intelligent alignment function. By specifying width and height of the model and the search range, the program can return the best model for alignment. The best model will be unique, discernible, discriminable, and without ambiguity. We use the property of similarity of correlation score and the image property to decide the best model, as shown in Section 3.6.

Section 3.7 gives some conclusions on the search algorithms. Comparison with the other search methods and the coding techniques will be also mentioned here. Section 3.8 will show some experimental results.

3.2 Dynamic Programming to Speed up Normalized Cross Correlation

Referring to Equation 2.22, seven main terms constitute the correlation equation. As shown in the Equation 3.1, the three terms about the pattern image $M$ can be computed in the pre-processing step. The three terms about the search image $I$ can be computed once by the dynamic programming (D.P.) method in the pre-processing step. The dominating term of the correlation of the pattern and the search image is of the
complexity $O(m \times n \times w \times h)$, i.e. computing the correlation of one $m \times n$ image and another $w \times h$ image needs time about $m \times n \times w \times h$.

$$r(u, v) =$$

$$\left( \frac{N \sum_{i=0}^{m} \sum_{j=0}^{n} I(i+u, j+v) M(i, j)}{D.P. \sum_{i=0}^{m} \sum_{j=0}^{n} I(i+u, j+v) + D.P. \sum_{i=0}^{m} \sum_{j=0}^{n} M(i, j)} \right)^2$$

$$\left( \frac{N \sum_{i=0}^{m} \sum_{j=0}^{n} I^2(i+u, j+v)}{D.P. \sum_{i=0}^{m} \sum_{j=0}^{n} I^2(i+u, j+v) + D.P. \sum_{i=0}^{m} \sum_{j=0}^{n} M^2(i, j)} \right)^2$$

where $N = m \times n$.

To compute the dominating term of the normalized correlation, we have three main approaches. First, we use the resolution pyramid to reduce the correlation space, and it will be described in Section 3.3. The second is about the coding techniques and the hardware approaches. We can use inline assembly to optimize the kernel code of the computation, we can also take advantage of the Intel MMX Technology to accelerate the computation. Third, the Fast Fourier Transform (FFT) is a good approach to reduce the computation of $O(n^4)$ to $O(n^2 \log n^2)$, but the gain of time is not worthwhile. Because after resolution sub-sampling, image size is quite small so that the FFT is not a good approach here. Other acceleration methods will be discussed in Section 3.7.1.

The original normalized correlation $r(u, v)$ needs a square root computation and ranges between -1 and 1, we discard the inverse matching and define the new correlation factor $CF(u, v)$:

$$CF(u, v) = \max(r(u, v), 0)^2$$

$$0 \leq CF(u, v) \leq 1$$
By computing $C_F(u, v)$ instead of $r(u, v)$, we avoid the square root of a floating number and discard the inverse matching, and the range is between 0 and 1.

The dynamic programming approach to reduce the computation of the correlation will be explained here. As shown in Figure 3.1 and Equation 3.3, we sum up pixels and construct the table step by step:

$$A = aceg - abfg - acdh + abih = e - f - d + i \quad (3.3)$$

where $aceg$, $abfg$, $acdh$, and $abih$ are sums of pixels of the rectangle area; $e$, $f$, $d$, and $i$ are sums of all upper-left pixels of the points.

The initialization and construction of the dynamic programming table is in the similar way, as shown in Figure 3.2 and Equation 3.4:

$$R = P + Q - S + r \quad (3.4)$$
where \( r \) is the pixel value of the location \( R \); \( S, P, Q, R \) are values from D.P. table at that position.

With the dynamic programming table, computing pixel sum of any specific area requires only two subtractions and one addition. The table is easy to compute at the pre-processing step before search.

Due to the nature of the pixel summing table, overflow is an important problem to avoid. Multiple tables with unsigned long integer will solve this problem. Section 3.8 shows some experimental results of the search procedure. Figures 3.11, 3.12, 3.13, 3.14, and 3.15 show the search images and the corresponding correlation function maps.

### 3.3 Resolution Pyramid Search/Hierarchical Search

Resolution pyramid or hierarchical search is an important solution to the heavy computation of normalized correlation search. It not only can preserve almost all excellent properties of normalized correlation search, such as tolerance to linear change of image
intensity, accuracy, reliability, and returning an absolute similarity score, as stated in Section 3.1; it is also fast and easily extensible to subpixel accuracy. To achieve fast search, we need image sub-sampling; on the other hand, in order to search accurately, we need image over-sampling. We sort these pattern and search image layers to a pyramid structure. The number of layers is adjustable, and depends on the pattern and the search image sizes. The global search is only performed on the coarse layer, and the local search and subpixel search are on the finer layers.

### 3.3.1 Image Sub-Sampling

We use the average of four pixel values as the sub-sampling pixel, as shown in Figure 3.3. With proper coding technique, we can use two pointers \( p_1 \) and \( p_2 \) and shift instruction in assembly language to achieve the work quickly. Figure 3.4 shows the average method and the upper-left pixel method. In multiple layers of pyramid, we choose the average method for stability.

![Figure 3.3: Image sub-sampling, the average method and the upper-left pixel method.](image-url)
Figure 3.4: Comparison of the two sub-sampling methods: The upper images show the average method, and the lower images show the upper-left pixel method. The outcome result of sub-sampling shows that the average method gets the better effect.
3.3.2 Hierarchical Search

We match the pattern and the search image layers in pair, and define the top layer as the smallest sub-sampled layer. We perform coarse search in the top layer, and perform fine search in the lower layers. The coarse search is a full global search to detect the coarse position. The fine search is a local $3 \times 3$ search near the coarse position in the next lower layer, as shown in Figure 3.5. We continue searching in the finer layers until the last layer is reached, or continue to search in the over-sampled subpixel layer.

Each sub-sampling layer speeds-up the coarse search by the factor of $2^4 = 16$. Let the total pyramid layer be $r$, the coarse search is faster than the original correlation search by the speed-up factor of $16^{(r-1)}$. The computing time of the fine search depends on $r$ and the pattern image size.
### Table 3.1: Speed comparison of the hierarchical pyramid search.

<table>
<thead>
<tr>
<th>Search for</th>
<th>Coarse Search</th>
<th>Fine Search</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large pattern</td>
<td>High speed-up factor</td>
<td>Time consuming</td>
</tr>
<tr>
<td>in a large range</td>
<td>(High pyramid layer)</td>
<td>(Dominating)</td>
</tr>
<tr>
<td>Small pattern</td>
<td>Low speed-up factor</td>
<td>Fast</td>
</tr>
<tr>
<td>in a large range</td>
<td>(Low pyramid layer)</td>
<td></td>
</tr>
</tbody>
</table>

Consider the search time in the following two conditions, as shown in Table 3.1:

- **Search for a large pattern in a large range**
  
  The pattern and the search range are large enough to make many pyramid layers, so the coarse search is fast; but it takes much time to do the fine search through the finer layers.

- **Search for a small pattern in a large range**
  
  The pattern is small that we cannot get too many pyramid layers, so the coarse search can not get benefits from it; but the fine search will be fast due to the few layers and small pattern.

We can conclude that the computing time of resolution pyramid search depends on the resolution layer, and the resolution layer depends on the accuracy and information that sub-sampling image preserves. Section 3.3.3 will discuss our adaptable resolution pyramid search method based on the conclusion.
min = minimum (pwidth, pheight);
if (min<12) RLayer=1;
else if (min<24) RLayer=2;
else if (min<48) RLayer=3;
else if (min<96) RLayer=4;
else if (min<192) RLayer=5;
else if (min<384) RLayer=6;
else RLayer=7;

Table 3.2: The pseudo code that decides the number of resolution layer (RLayer) from pattern width (pwidth) and pattern height (pheight).

3.3.3 Adaptable Resolution Pyramid Search

In order to get the best search speed, we must get the most resolution layers and the sub-sampling pattern that do not lose too much accuracy or information. The number of layers depends on the pattern and search image sizes, and it will affect the accuracy and the computation time.

We decide the number of layer based on the width and height of the pattern image. We choose the smaller value of the pattern width and height to be the criterion. Table 3.2 shows the pseudo code that decides the number of resolution layer. The boundary value of the table is calculated from Table 3.3. We force the image width to be even for ease of computation. Figure 3.6 shows the example of resolution pyramid search.

3.4 Subpixel Search

It is easy to extend the resolution pyramid method to achieve the subpixel accuracy by over-sampling the pattern and search image. Typically 0.5 and 0.25 subpixel accuracy
Table 3.3: The calculation of the layer boundary where \( pwh \) means the pattern width or height in the top layer.

<table>
<thead>
<tr>
<th>min</th>
<th>RLayer</th>
<th>pwh</th>
<th>min</th>
<th>RLayer</th>
<th>pwh</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-8</td>
<td>1</td>
<td>2,4,6,8</td>
<td>80-95</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>9-11</td>
<td>1</td>
<td>10</td>
<td>96-127</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>12-15</td>
<td>2</td>
<td>6</td>
<td>128-159</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>16-19</td>
<td>2</td>
<td>8</td>
<td>160-191</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>20-23</td>
<td>2</td>
<td>10</td>
<td>192-255</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>24-31</td>
<td>3</td>
<td>6</td>
<td>256-319</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>32-39</td>
<td>3</td>
<td>8</td>
<td>320-383</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>40-47</td>
<td>3</td>
<td>10</td>
<td>384-511</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>48-63</td>
<td>4</td>
<td>6</td>
<td>512-639</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>64-79</td>
<td>4</td>
<td>8</td>
<td>640-767</td>
<td>7</td>
<td>10</td>
</tr>
</tbody>
</table>

Figure 3.6: Example of the resolution pyramid search. After coarse search, we get six candidates with correlation factor \( CF > 0.6 \) to perform the fine search, then we get three candidates with \( CF > 0.7 \) to perform the finer search. At last we get the matching point with \( CF > 0.8 \) as the result.
is easy to obtain and it does not affect the computation time too much. To compute the subpixel matching in the over-sampling layer will consume time by a factor of four of the previous layer.

### 3.4.1 Image Over-Sampling

We over-sample the image by bi-linear interpolation, as shown in Figure 3.7. The example of over-sampled images is shown in Figure 3.8.

![Image Over-Sampling and Subpixel Interpolation](image)

*Figure 3.7: Image over-sampling and subpixel interpolation. Image over-sampling can achieve 0.5 or 0.25 subpixel accuracy typically. We use the 2D quadratic function to model the correlation function near the matching point, then we can calculate the more accurate matching point \((x, y)\).*

### 3.4.2 Estimation of the Accurate Matching Point

Referring to Figure 3.7, we can use the 2D quadratic interpolation to estimate the more accurate subpixel matching point. Let the desired best matching point be \((x, y)\), and
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Figure 3.8: Example of image over-sampling. The source image is shown in the upper-left corner. The first order, second order, and third order over-sampled images are shown to the right and below.

let the 2D correlation function near the point be quadratic:

\[ f(x, y) = a + bx + cy + dx^2 + exy + gy^2 \] (3.5)

To solve the six unknowns \( a, b, c, d, e, \) and \( g \), we need six points near the matching point to solve Equation 3.5. As we get the function parameters \( a, b, c, d, e, \) and \( g \), we can calculate the accurate matching point. The two directional differentials of slope near the local maximum will be zero, so we get the two simultaneous equations:

\[ \frac{\partial f}{\partial x} = b + 2dx + ey = 0 \] (3.6)

\[ \frac{\partial f}{\partial y} = c + ex + 2gy = 0 \] (3.7)

We can solve the two unknowns \( x \) and \( y \) by the two simultaneous equations and get the accurate subpixel matching. We will add this function to our program and improve
the subpixel matching accuracy in the future.

The experimental results of the subpixel search will be shown in Section 3.8.

3.5 Multiple Target Search

In many applications, the matching object in the search range will not be unique, so multiple target search is a practical and important function. After calculating the correlation function, we can use selection sort to pick up the most matching targets sorted in the descending order. In our multiple level pyramid search, proper threshold value for both the coarse search and the fine search is needed. We will explain the different options of our search function in Table 3.4.

3.6 Automatic Search Model Detection

The automatic detection of search model is an important function in automatic alignment solution. Model selection by human is subjective and may lead to error. In industrial application, the operator may not know about the design of the fast search algorithm in detail, so the automatic model selection is especially meaningful and indispensible.

We can design the model selection algorithm according to the search method. The coarse search is global and determines the search result, so we will select the model using the top sub-sampled layer. Thus we can get the better model detection speed, and the model is robust for the sub-sampling search.

We define the input and output of the model detection algorithm as follows. The inputs are the pattern width, pattern height, and the search range. The number of candidates to be found is also a specified parameter. The outputs are the positions of the best model candidates sorted in the descending order.
COARSE_SEARCH | coarse search only
---|---
SEARCH_ONE_FAST | search for one target with early jump out
SEARCH_ONE | $n_{CoarseTarget}=3$
$n_{SearchTarget}=1$ | search for one target exactly and robustly
SEARCH_MN | $n_{CoarseTarget}=10$
$n_{SearchTarget}=5$ | coarse search for 10 targets and fine search for 5 targets among them
SEARCH_MC | $d_{CoarseMinCF}=0.2$
$d_{SearchMinCF}=0.5$ | coarse search for $CF \geq 0.2$ and fine search for $CF \geq 0.5$ among them
AUTO_SEARCH | $d_{CoarseMinCF}=0.2$
$n_{CoarseTarget}=10$
$d_{SearchMinCF}=0.5$ | automatic search, the default parameters are used

Table 3.4: Multiple target search methods and parameters. Option COARSE_SEARCH is to perform coarse search only. Option SEARCH_ONE_FAST is the most popular search option to match a unique target quickly. Option SEARCH_ONE will search for three targets in the coarse layer and find the final matching point among the three candidates in the fine layers. Option SEARCH_MN searches for multiple targets by specifying the number of coarse search targets and fine search targets. Option SEARCH_MC searches for multiple targets by specifying the minimum matching scores of both the coarse and fine searches. Option AUTO_SEARCH searches for multiple targets using the default parameters. We can specify different search options for different applications.
Figure 3.9: Example of the multiple target search on an IC image. The pattern is the printed mark ‘0’ at the lower left corner. As a result, five targets are returned. The printed mark ‘0’ at the upper left corner gets the higher matching score, and the printed marks ‘C’, ‘D’, and ‘G’ get the lower matching score. (SEARCH_MN, dCoarseTarget=10, dSearchTarget=5)
We design the model selection algorithm by calculating the position score for local uniqueness and the uniqueness score for global uniqueness [10]. The position score is defined by the variance score multiplied by the local position uniqueness, and the uniqueness score is defined by the global uniqueness, as shown in Equations 3.8 and 3.9.

\[
\text{position score} = \text{variance score} \times (1 - \max 8 CF) \\
\text{uniqueness score} = 1 - \text{second CF}
\]

where the \( \max 8 CF \) is the largest correlation score among the eight neighbors without the position itself, and the \( \text{second CF} \) is the largest correlation score in the search range without the best match itself. Because the correlation score is between 0 and 1, \( 1 - \max 8 CF \) represents the local position uniqueness and \( 1 - \text{second CF} \) represents the global uniqueness. The scene contrast is also important information for model candidate selection, so the variance score will be taken into consideration. For the ease of computing, we define the variance score by the difference of the highest gray level and the lowest gray level of the model candidate.

The automatic model selection algorithm is described as follows:

1. For each position of the search range, calculate the position score.
2. Use selection sort to get the maximum \( n_c \) candidates in the descending order.
3. For the \( n_c \) candidates, search globally to calculate the uniqueness score.
4. Use selection sort to get the maximum \( n_m \) models in the descending order.
5. Return the positions of the \( n_m \) models.

Figure 3.10 shows the example of automatic search model detection \( (n_c=25, n_m=5) \).
Figure 3.10: Example of the automatic detection of search model. The returned model positions which are unique in the search range are shown in the numbers from 1 to 5.
3.7 Conclusion on Fast Search Algorithms

Conclusion and discussion of the search methods will be presented here. Implementation details of the search method will also be stated in this section.

3.7.1 Comparison with Other Search Methods

We collect various methods to develop our search algorithm. Since matching is an important algorithm in theoretical and industrial areas, there are many other approaches to implement matching, but it is impossible to gather all these methods into a single algorithm. Trade-off among accuracy, functionality, and speed is always an important consideration. Ad hoc methods for special applications can not satisfy the general purpose search requirement. We will describe the other methods and compare them with the proposed method here.

- Sum of Absolute Difference
  Sum of absolute difference (SAD) is a simple and fast method for matching. SAD has the excellent hardware acceleration benefit for implementation, by the help of Intel MMX technology, we can process 64-bits in a single instruction. Furthermore, early jump-out [11, 42] is easily added to the SAD method and dramatically increases the matching speed. But the SAD can not return an absolute value of matching and can not handle linear transformation of image intensity, so the match functionality is much poorer than the NCS, as discussed in Section 3.1. The tolerance for image rotation and noise, the subpixel accuracy, and the repeatability of SAD are also much poorer than the NCS, so we discard the SAD and choose the NCS as our main matching method.

- Fast Fourier Transform
  Fast Fourier Transform (FFT) is an important method to decrease the order of
convolution from $O(n^2)$ to $O(n \log n)$, where $n$ is the pixel number, as discussed in Section 3.2. But the transformation requires numerous floating point calculations, and it is not worthwhile for small sub-sampled image, so the FFT is not feasible to improve our method.

- **Matching by Edge or Skeleton**
  
  Matching by the edge or skeleton is also a feasible method to reduce the full search. But the performance is highly dependent on the feature extraction method, and it may lead to unstable matching results. The edge extraction and the smoothness of the image will also affect the performance, and the edge or skeleton extraction is hard to speed up, so we discard the method.

- **Horizontal or Vertical Projection to Match First**

  This is an ad hoc search method for application with no rotation. Advantage of the method is to reduce the 2D matching into two 1D matching, but the disadvantage is the degradation. It is not robust to slight rotation, distortion, and noise.

- **Binarized or Color Down-Sampled Image to Match First**

  Using binarized image to search first is a good way similar to SAD, but the gray level information is discarded, and the benefits of NCS is lost. The color down-sampling is suitable for color image with multiple bands and is not applicable for 8-bit grayscale image.

We can conclude that our search method derives the most benefits of the matching functionality, accuracy, speed, and robustness among these methods. With proper coding techniques, we can get the most efficiency of our algorithm. Section 3.7.2 will describe these techniques.
3.7.2 The Coding Techniques and the Implementation

Coding techniques of our fast search algorithm will be mentioned here. Since the design of the algorithm and the choice of the best resolution layer is critical to the search performance, the implementation technique is still important, too. With the help of the dynamic programming method, speedup of the correlation kernel is the primary target to optimize the search. By accommodation to the machine architecture, we achieve the most efficiency by considering both the functionality and the implementation feasibility of the following approaches:

- Kernel Code Optimization
  By optimizing the kernel code of the search procedure, we get large improvements on speed. We write the code in the style that compiler can translate the optimized code [4]. Then we watch the assembly code generated by the compiler and perform partial optimization on critical parts using inline assembly if necessary.

- Using 1D Sequential Array Instead of 2D Array
  We store the image in the 1D sequential buffer, so we can take the advantages from the fast sequential memory access and the cache benefits.

- Checking Data Flow among the CPU, Data Bus, Frame Grabber, and the CCD Camera
  We should always check that the data flow among these components is optimized. So the throughput of the system will be maximized.

- The Intel MMX Technology
  The Intel MMX technology is the new extension to multimedia and signal processing calculation with Single-Instruction-Multiple-Data (SIMD) ability. The MMX SIMD instruction can calculate sum of multiplication of four integers to four integers at a single instruction and dramatically increase the correlation
computation. We will add the MMX coding approach to our search procedure in the future.

3.7.3 Future Direction

Future direction of our research on fast search algorithms will focus on the ability to handle image rotation, scaling, and slightly distortion and transformation. The subpixel accuracy of our method can also be improved.

By way of novel feature extractions and artificial intelligence methods instead of full search, we can improve the search algorithm and achieve the more powerful and intelligent matching in computer vision application.

3.8 Experimental Results

Figures 3.11, 3.12, 3.13, 3.14, and 3.15 show the experimental results of the search procedure and the corresponding correlation function maps. Figures 3.16 and 3.17 show the two targets successfully found in an under-lighted image and an over-lighted image with options $SEARCH\_MN$, $nCoarseTargets=3$, $dCoarseMinCF = 0.2$, $nSearchTargets = 3$, and $dSearchMinCF = 0.5$. Figure 3.18 shows two correct targets and one similar target are found in a rotated and under-lighted image with the same options. The search condition is not stable here, but candidate positions similar to the pattern still get the matching score greater than 0.5. The best matching position gets the score of 0.518.
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Figure 3.11: The pattern is the small rectangle, and the search range is the big rectangle.

Figure 3.12: The correlation function map.
Figure 3.13: Test search in a slightly rotated image.

Figure 3.14: The correlation function map of a slightly rotated image.
Figure 3.15: The correlation function map of a sub-sampled image layer.

Figure 3.16: Two targets are successfully searched in an under-lighted image.
Figure 3.17: Two targets are successfully searched in an over-lighted image.
Figure 3.18: Two correct targets and one similar target are found in a rotated and under-lighted image.
Chapter 4

IC Printed Mark Quality Inspection

4.1 Introduction

Integrated Circuits (IC) are the fundamentals of computer and electronic industry. IC industry includes wafer fabrication process in the front end and chip packaging in the back end. IC printed marking is the final stage of chip packaging to print product number and trade mark on the chip to identify product function and classification. IC chips are mass produced. Traditional inspection is manual, dependent on eyes, and prone to mistakes. Automatic IC printed mark quality inspection is a positive and unstoppable trend.

IC printed mark quality inspection is an application of optical verification which requires alignment matching and visual inspection. The IC printed mark includes a logo pattern and characters. Due to the alignment error of the inspection machine, the mark can be rotated or translated. Main printing error of an IC mark includes: distortion, missing ink, wrong position, double print, smear print, bad contrast (global or partial character), misprint, mis-orientation print as shown in Figures 1.1 and 1.2 [2, 6].

The inspection procedure includes the teaching step and the inspection step. We
build a GUI (Graphical User Interface) environment for the operator to teach and adjust a good IC mark sample and then inspect a batch of ICs based on the golden sample.

After teaching, the system will perform character segmentation and feature extraction. Horizontal and vertical projections are used to segment each character and logo. Character or logo after segmentation is called sub-feature in our method [7]. Sub-feature is the basic unit of the difference inspection. After inspection, we count the defect proportion of the sub-feature and decide to accept or reject this chip.

We choose two fiducial marks from the sub-features as the search pattern for alignment. During inspection, we search for the two fiducial marks to calculate the translation and rotation of the inspected image. Then we rotate back the inspected part of the image and perform pattern difference.

Due to the alignment error of rotation and translation, the segmentation error, and some inevitable noises of CCD camera and frame grabber, edge noise will remain after pattern difference. Morphological opening will eliminate the edge noise and preserve the defect pixels. At last we count defect proportion of each sub-feature and compare it with the acceptance threshold to accept or reject this chip.

Grayscale image is used throughout the inspection process, so appropriate threshold values are important and greatly affect the inspection performance. These system parameters are related to the environment, the defect expected to be detected, the criterion of inspection, and the accuracy of the alignment of ICs. The environment factors include the light source, the IC surface texture and reflection, and the contrast of IC printed marks.

After inspection the IC will be classified into an accepted part or a rejected part. Reliability, repeatability, false alarm rate, and mis-detection rate will be used to adjust the algorithm and parameters. The inspection time is critical and affects industrial implementation. Our proposed method uses the fast search algorithm discussed in
Chapter 3 to save the inspection time and preserve the accuracy.

Sections 4.3 and 4.4 will explain the teaching and inspection process in detail. Section 4.5 will discuss the inspecting parameters. Section 4.6 will show some experimental results.

4.2 The Alignment of IC Image

4.2.1 Two Fiducial Marks to Detect IC Translation and Rotation

We can use two fiducial marks to detect IC rotation as shown in Figure 4.1. Fiducial marks are two characters or logos assigned by user during teaching. By searching fiducial marks in some bounded area, we can locate the test IC and compare the slope angle to the taught data, and then we can calculate the translation and rotation of the test IC image.

Choosing good fiducial marks is important and related to correlation performance. Selecting good fiducial marks can decrease inspection false alarm and increase inspection speed. The selection criteria are described as the following:

- choose the globally or locally distinct fiducial marks, avoiding the ambiguity problem.
- choose the squarer fiducial marks when possible to reduce the processing time by increasing the number of pyramid layers.
- choose the farthest fiducial marks when possible to preserve more precise information for slope angle.

After detecting the rotation angle, we can rotate back the test IC image using the rotation formula:
\[
\begin{pmatrix}
  x' \\
  y'
\end{pmatrix} =
\begin{pmatrix}
  \cos \theta & -\sin \theta \\
  \sin \theta & \cos \theta
\end{pmatrix}
\begin{pmatrix}
  x \\
  y
\end{pmatrix}
\] (4.1)

Figure 4.1: Two fiducial marks to detect IC translation and rotation. The fiducial marks are the bold rectangles, and the search ranges are the thin rectangles. By calculating the slope angle of the two fiducial marks and comparing with the taught data, we can find the translation and rotation of the tested IC image.

4.2.2 Rotating Back the Inspected Area of the IC Image

After we calculate the translation and rotation of the test IC image, we can rotate back the test image and translate it and put it into a new continuous 1D memory buffer. For the speed consideration, we need not rotate the whole test image. We first calculate the
translated and rotated four corner points \((x_1, y_1), (x_2, y_2), (x_3, y_3),\) and \((x_4, y_4)\) from the inspected area \((\text{inspL}, \text{inspT})-(\text{inspR}, \text{inspB})\). Then we calculate the bounding box \((r_{\text{inspL}}, r_{\text{inspT}})-(r_{\text{inspR}}, r_{\text{inspB}})\) of the four corner points \((x_1, y_1), (x_2, y_2), (x_3, y_3),\) and \((x_4, y_4)\). At last we rotate and translate the area \((r_{\text{inspL}}, r_{\text{inspT}})-(r_{\text{inspR}}, r_{\text{inspB}})\) and clip the inspected area as shown in Figure 4.2. The area \((\text{inspL}, \text{inspT})-(\text{inspR}, \text{inspB})\) can be used to perform pattern difference inspection directly.

\[
(r_{\text{inspL}}, r_{\text{inspT}}) \quad (x_2, y_2) \quad (\text{inspL}, \text{inspT})
\]

\[
(x_1, y_1) \quad (x_3, y_3) \quad (r_{\text{inspR}}, r_{\text{inspB}})
\]

\[
(x_4, y_4) \quad (\text{inspR}, \text{inspB})
\]

Figure 4.2: Rotate back the inspected image and compare with the golden IC image.

4.3 Teaching

The teaching process is shown in Figure 4.3. By the teaching step we can get the golden image and the taught feature data. The inspection parameters will also be set. The teaching is divided into two main steps:

- specify the inspected area and adjust the inspection parameters
specify two fiducial marks.

After inputting the inspected area, our algorithm will perform automatic thresholding, projection, and noise filtering to segment each sub-feature. The operator will check each sub-feature and the parameters. He or she can adjust the teaching result by the following steps:

- teach logo without projection and noise filtering
- delete improper sub-feature
- adjust the acceptance threshold
- reset the binarizing threshold manually
- segment each sub-feature manually.

The operator can teach multiple inspected areas. At last, two fiducial marks should be carefully assigned or be automatically detected by the procedure described in Section 3.6. The taught data can be saved to disk for later use.

### 4.4 Inspection

The inspection process is shown in Figure 4.4. Before inspection, the taught data is checked first. The inspection is divided into three main steps:

- search for two fiducial marks
- solve the alignment of translation and rotation
- perform pattern difference, opening, and defect counting.
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Figure 4.3: The teaching process.
the inspection steps & time (ms) \\
1. grab image & 50 \\
2. search for two fiducial marks & 50 \\
3. clip and rotate the image & 30 \\
4. perform pattern difference & 10 \\
5. perform opening & 80 \\
6. count defect, accept/reject & 20 \\
\hline
| total | 240 |
\hline

Table 4.1: The approximate time profile of inspection.

The decision rule to accept or reject a chip is described here. We calculate the ratio of defective part to the foreground part of the sub-feature. The foreground part is the number of pixels whose gray levels larger than the binarizing threshold. If the ratio exceeds the acceptance threshold, we reject this chip. We can adjust the acceptance threshold for each sub-feature as shown in Figure 4.10.

The inspection time is critical for industrial application, but it is related to many conditions such as the hardware, the size of the inspected area, and the inspection parameters. Table 4.1 shows the approximate time profile of our inspection procedure on a personal computer with Pentium 200 MMX.

4.5 Discussion of the Inspection Parameters

The parameters for inspection will affect the performance greatly. To decrease the false alarm and mis-detection rate, we will explain the function of the parameters as follows:

- binarizing threshold:

  grayscale threshold for character segmentation and related to lighting, surface
Figure 4.4: The inspection process.
reflection, and contrast of printed mark

- difference threshold:
  grayscale threshold after difference inspection and related to the defect to be inspected and the edge noise of alignment error

- acceptance threshold:
  threshold of defect percentage to make decision to accept or reject a part and related to the tolerance and criterion of the system

- other system thresholds:
  such as the correlation matching threshold, the projection thresholds , ... , and so on.

The acceptance threshold can be adjusted for each sub-feature. For example, logo sub-feature with more pixels should be assigned lower acceptance threshold. On the other hand, character sub-feature with fewer pixels should be assigned higher acceptance threshold. Default acceptance threshold is 6 %.

### 4.6 Experimental Results

Figures 4.5, 4.6, 4.7, and 4.8 show the inspection result of a good IC and a defective IC. Figure 4.9 shows the dialog box to adjust the binarizing threshold during teaching. Figure 4.10 shows the function to adjust the acceptance threshold for a specific sub-feature. We record some images from a real inspection machine in IC packaging fabrication and test them as shown in Figures 4.11, 4.12, 4.13, and 4.14. Figure 4.11 is the good IC image. Figure 4.12 shows the taught data. Figure 4.13 is the defective IC with partial bad contrast. Figure 4.14 is the inspected result that defects are successfully detected. The binarizing threshold here is 115, the difference threshold is 78, and the acceptance threshold is 6 %.
CHAPTER 4. IC PRINTED MARK QUALITY INSPECTION

Figure 4.5: The good IC image.

Figure 4.6: Inspected result of the good IC.
Figure 4.7: Test image with rotation and defect.

Figure 4.8: Inspected result of the rotated and defective IC.
Figure 4.9: Adjusting the binarizing threshold.

Figure 4.10: Adjusting the acceptance threshold for the specific sub-feature.
**Figure 4.11:** The good IC image.

**Figure 4.12:** The taught data from the good IC image.
Figure 4.13: Test image of defective IC.

Figure 4.14: Inspected result of the defective IC.
Chapter 5

Conclusion

In this paper, we have proposed a new, efficient, and general purpose grayscale fast search algorithm. Normalized correlation, dynamic programming, and resolution pyramid search are used to achieve the following requirements:

- independence of linear transformation of image intensity
- robustness to slight rotation and image defect
- real-time performance
- subpixel accuracy
- multiple target search
- automatic search model detection.

We also proposed a new and efficient method for IC printed mark quality inspection. The IC may be translated or rotated. We use projection to segment printed characters, use fast search procedure to solve the alignment problem, and use pattern difference and morphological opening to develop the inspection algorithm.
We analyze the functionality and feasibility of each matching algorithms and choose
the best trade-off to design our fast search algorithm in a theoretical approach, then
we optimize the method by selecting the best search layers and improving the coding
technique. As shown in the experimental results, our method achieves high accuracy,
reliability, and repeatability with high speed for industrial requirement and works well
on field test of various IC products. We have successfully designed and implemented a
system for automatic IC printed mark quality inspection.
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